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#### Abstract

We study the basic properties of the Maxwell equations for nonlinear inhomogeneous media. Assuming the classical nonlinear optics representation for the nonlinear polarization as a power series, we show that the solution exists and is unique in an appropriate space if the excitation current is not too large. The solution to the nonlinear Maxwell equations is represented as a power series in terms of the solution of the corresponding linear Maxwell equations. This representation holds at least for the time period inversely proportional to the appropriate norm of the solution to the linear Maxwell equation. We derive recursive formulas for the terms of the power series for the solution including an explicit formula for the first significant term attributed to the nonlinearity.


## 1. Introduction

One of the motivations of this work is the growing interest in the theory of linear and nonlinear photonic crystals which are man-made periodic dielectric media, see [2, 7, 8, $12,13,18,20,24,25,30,31,36,37,41,44,47,50]$. In [5] we developed a framework for a consistent mathematical treatment of nonlinear interactions in periodic dielectric media. This paper provides rigorous proofs of the basic properties of nonlinear inhomogeneous Maxwell equations used in [5], including the existence of "well behaved" solutions for sufficiently long times. In addition, we consider here not only periodic but general inhomogeneous media.

We consider classical Maxwell equations ([27], Sect. 6.12)

$$
\begin{align*}
& \nabla \times \mathbf{E}(\mathbf{r}, t)=-\partial_{t} \mathbf{B}(\mathbf{r}, t)-4 \pi \mathbf{J}_{B}(\mathbf{r}, t), \nabla \cdot \mathbf{B}(\mathbf{r}, t)=0,  \tag{1.1}\\
& \nabla \times \mathbf{H}(\mathbf{r}, t)=\partial_{t} \mathbf{D}(\mathbf{r}, t)+4 \pi \mathbf{J}_{D}(\mathbf{r}, t), \nabla \cdot \mathbf{D}(\mathbf{r}, t)=0, \tag{1.2}
\end{align*}
$$

where $\mathbf{H}, \mathbf{E}, \mathbf{B}$ and $\mathbf{D}$ are respectively the magnetic and electric fields, magnetic and electric inductions, and $\mathbf{J}_{D}$ and $\mathbf{J}_{B}$ are excitation currents (current sources), $\mathbf{r}=\left(r_{1}, r_{2}, r_{3}\right)$.

It is assumed that the Maxwell equations (1.1) and (1.2) are written in dimensionless variables. We also assume that there are no free electric and magnetic charges, i.e.

$$
\begin{equation*}
\nabla \cdot \mathbf{J}_{D}(\mathbf{r}, t)=0, \nabla \cdot \mathbf{J}_{B}(\mathbf{r}, t)=0 \tag{1.3}
\end{equation*}
$$

that is fully consistent with (1.1) and (1.2). Notice that Eqs. (1.1) and (1.2) require the fields $\mathbf{B}$ and $\mathbf{D}$ to be divergence free at all times. Following to our approach in [5] we use the excitation current

$$
\begin{equation*}
\mathbf{J}=\binom{4 \pi \mathbf{J}_{D}}{4 \pi \mathbf{J}_{B}} \tag{1.4}
\end{equation*}
$$

to produce non-zero solutions to the Maxwell equations (1.1) and (1.2), in particular wavepackets. We assume that $\mathbf{J}(t)$ vanishes for negative times, i.e.

$$
\begin{equation*}
\mathbf{J}_{D}(\mathbf{r}, t)=\mathbf{J}_{B}(\mathbf{r}, t)=0, t \leq 0 \tag{1.5}
\end{equation*}
$$

and we look for solutions satisfying the following rest condition:

$$
\begin{equation*}
\mathbf{D}(\mathbf{r}, t)=\mathbf{E}(\mathbf{r}, t)=\mathbf{H}(\mathbf{r}, t)=\mathbf{B}(\mathbf{r}, t)=0 \quad \text { for } t \leq 0 . \tag{1.6}
\end{equation*}
$$

The dielectric properties of the medium are described by the constitutive (material) relations between the fields $\mathbf{E}, \mathbf{D}, \mathbf{H}$ and $\mathbf{B}$, which can be nonlinear. For simplicity we consider the nonmagnetic media, i.e.

$$
\begin{equation*}
\mathbf{B}(\mathbf{r}, t)=\mu \mathbf{H}(\mathbf{r}, t), \mu=1 \tag{1.7}
\end{equation*}
$$

The constitutive relations between the fields $\mathbf{E}$ and $\mathbf{D}$ are of the standard form

$$
\begin{equation*}
\mathbf{D}(\mathbf{r}, t)=\boldsymbol{\varepsilon}(\mathbf{r}) \mathbf{E}(\mathbf{r}, t)+4 \pi \mathbf{P}_{\mathrm{NL}}(\mathbf{E}(\mathbf{r}, t)), \tag{1.8}
\end{equation*}
$$

where

$$
\begin{equation*}
\boldsymbol{\varepsilon}(\mathbf{r})=1+4 \pi \chi^{(1)}(\mathbf{r}), \mathbf{r}=\left(r_{1}, r_{2}, r_{3}\right) \tag{1.9}
\end{equation*}
$$

is the electric permittivity tensor (dielectric constant) describing the linear properties of the medium with $\chi^{(1)}(\mathbf{r})$ being the linear susceptibility tensor, and $4 \pi \mathbf{P}_{\mathrm{NL}}(\mathbf{E})$ is the nonlinear component of the polarization total polarization $\mathbf{P}$.

The electric permittivity tensor $\boldsymbol{\varepsilon}(\mathbf{r})$ is assumed to satisfy the following condition.
Condition 1.1. The $3 \times 3$ matrix $\boldsymbol{\varepsilon}(\mathbf{r})$ with complex entries $\boldsymbol{\varepsilon}_{m n}(\mathbf{r})$ is a Hermitian matrix, i.e. $\boldsymbol{\varepsilon}_{m n}^{*}(\mathbf{r})=\boldsymbol{\varepsilon}_{n m}(\mathbf{r}), \mathbf{r} \in \mathbb{R}^{3}$. It is bounded and positive definite, namely it satisfies for some constants $\varepsilon_{+} \geq \varepsilon_{-}>0$ the following inequalities:

$$
\begin{equation*}
\varepsilon_{-}|\mathbf{e}|^{2} \leq \sum_{m, n=1}^{3} \varepsilon_{m n}(\mathbf{r}) e_{m}^{*} e_{n} \leq \varepsilon_{+}|\mathbf{e}|^{2}, \mathbf{r} \in \mathbb{R}^{3}, \mathbf{e}=\left(e_{1}, e_{2}, e_{3}\right) \in \mathbb{C}^{3} \tag{1.10}
\end{equation*}
$$

The dependence of $\boldsymbol{\varepsilon}(\mathbf{r})$ on $\mathbf{r}$ is sufficiently smooth. Namely, there exists an integer $s>3 / 2$ such that $\boldsymbol{\varepsilon}(\mathbf{r})$ and its inverse $\boldsymbol{\eta}(\mathbf{r})=\boldsymbol{\varepsilon}^{-1}(\mathbf{r})$ have continuous, bounded over $\mathbb{R}^{3}$ derivatives of order up to $s$, that is as a function of $\mathbf{r}$ they have the following norms bounded:

$$
\begin{equation*}
\|\boldsymbol{\varepsilon}\|_{C^{s}\left(\mathbb{R}^{3}\right)},\left\|\varepsilon^{-1}\right\|_{C^{s}\left(\mathbb{R}^{3}\right)}<\infty \tag{1.11}
\end{equation*}
$$

We allow $\boldsymbol{\varepsilon}(\mathbf{r})$ to be Hermitian with complex entries, rather than simply real symmetric, since such permittivity tensors occur for a general dielectric (gyrotropic) media (see, for instance, [16] p. 86 and [29], p. 49). We also allow for $\mathbf{P}_{\mathrm{NL}}(\mathbf{E})$ a general analytic dependence in $\mathbf{E}(\cdot)$,

$$
\begin{equation*}
\mathbf{P}_{\mathrm{NL}}(\mathbf{E})=\sum_{n=n_{0}}^{\infty} \mathcal{P}_{n}\left(\mathbf{E}^{n}\right), n_{0} \geq 2, \mathcal{P}_{n}\left(\mathbf{E}^{n}\right)=\mathcal{P}_{n}(\mathbf{E}, \ldots, \mathbf{E}), \tag{1.12}
\end{equation*}
$$

with $\mathcal{P}_{n}\left(\mathbf{E}_{1}, \ldots, \mathbf{E}_{n}\right)$ being a $n$-linear operator that acts on functions $\mathbf{E}_{i}(\mathbf{r}, t)$. The leading term of the degree $n_{0} \geq 2$ in the nonlinear polarization $\mathbf{P}_{\mathrm{NL}}(\mathbf{E})$ in most of the applications is either quadratic, $n_{0}=2$, or cubic, $n_{0}=3$, $[10,11]$.

Following the classical nonlinear optics (see [11], Sect. 2) we assume the $n$-linear operators $\mathcal{P}_{n}(\mathbf{E})$ in (1.12) to be of the form

$$
\begin{align*}
& \mathcal{P}_{n}(\mathbf{E})(\mathbf{r}, t) \\
& \quad=\int_{-\infty}^{t} \cdots \int_{-\infty}^{t} P_{n}\left(\mathbf{r} ; t-t_{1}, \ldots, t-t_{n} ; \mathbf{E}\left(\mathbf{r}, t_{1}\right), \ldots, \mathbf{E}\left(\mathbf{r}, t_{n}\right)\right) \prod_{j=1}^{n} d t_{j},  \tag{1.13}\\
& P_{n}\left(\mathbf{r} ; \tau_{1}, \ldots, \tau_{n} ; \cdot\right):\left(\mathbb{C}^{3}\right)^{n} \rightarrow \mathbb{C}^{3}, n \geq n_{0} .
\end{align*}
$$

The function $P_{n}\left(\mathbf{r} ; \tau_{1}, \ldots, \tau_{n} ; \mathbf{e}_{1}, \ldots, \mathbf{e}_{n}\right)$, which is a $n$-linear form (tensor) acting on $\mathbf{e}_{1}, \ldots, \mathbf{e}_{n} \in \mathbb{C}^{3}$, is called the polarization response function of the order $n$. For fixed $\mathbf{r}$ and $\tau_{j}$ the quantity $P_{n}\left(\mathbf{r} ; \tau_{1}, \ldots, \tau_{n} ; \mathbf{e}_{1}, \ldots, \mathbf{e}_{n}\right)$ is a $n$-linear function of $\mathbf{e}_{j}$ with values in $\mathbb{C}^{3}$. The Fourier transform of $P_{n}$ in $\left(\tau_{1}, \ldots, \tau_{n}\right)$ is called the frequency dependent susceptibility tensor of the order $n$. We recall that the representation (1.13) takes explicitly into account two fundamental properties of the medium: the time-invariance and the causality, [11], Sect. 2. We refer to the series (1.12), (1.13) and the analytic function it defines as causal. Causality implies that $\mathcal{P}_{n}(\mathbf{E})(\cdot, t)$ depends only on $\mathbf{E}^{(j)}\left(\cdot, t_{j}\right)$ with $t_{j} \leq t$.

Note that (1.2) contains $\partial_{t} \mathbf{D}$ and by (1.8) the equation implicitly involves $\partial_{t} \mathbf{P}_{\mathrm{NL}}(\mathbf{E})$. According to (1.12) and (1.13) the time derivative $\partial_{t} \mathbf{P}_{\mathrm{NL}}(\mathbf{E})$ equals the sum of terms of the form

$$
\begin{align*}
& \partial_{t} \mathcal{P}_{n}(\mathbf{E})(\mathbf{r}, t)=\mathcal{P}_{n, n-1}(\mathbf{E})(\mathbf{r}, t)+\mathcal{P}_{n, n}(\mathbf{E})(\mathbf{r}, t),  \tag{1.14}\\
& \mathcal{P}_{n, n-1}(\mathbf{E})(\mathbf{r}, t) \\
& \quad=\sum_{l=1}^{n} \int_{-\infty}^{t} \cdots \int_{-\infty}^{t} P_{n}\left(\mathbf{r} ; t-t_{1}, \ldots, 0, \ldots, t-t_{n} ; \mathbf{E}\left(\mathbf{r}, t_{1}\right), \ldots, \mathbf{E}\left(\mathbf{r}, t_{n}\right)\right) \prod_{j \neq l} d t_{j}, \\
& \mathcal{P}_{n, n}(\mathbf{E})(\mathbf{r}, t) \\
& \quad=\int_{-\infty}^{t} \cdots \int_{-\infty}^{t} \dot{P}_{n}\left(\mathbf{r} ; t-t_{1}, \ldots, t-t_{n} ; \mathbf{E}\left(\mathbf{r}, t_{1}\right), \ldots, \mathbf{E}\left(\mathbf{r}, t_{n}\right)\right) \prod_{j} d t_{j},
\end{align*}
$$

where

$$
\begin{equation*}
\dot{P}_{n}\left(\mathbf{r} ; t_{1}, \ldots, t_{n} ; \cdot\right)=\sum_{l=1}^{n} \dot{P}_{n l}\left(\mathbf{r} ; t_{1}, \ldots, t_{n} ; \cdot\right) \tag{1.15}
\end{equation*}
$$

and $\dot{P}_{n l}\left(\mathbf{r} ; t_{1}, \ldots t_{n} ; \cdot\right)$ is the derivative of the tensor $P_{n}\left(\mathbf{r} ; t_{1}, \ldots t_{n} ; \cdot\right)$ with respect to $t_{l}$. From (1.14) one can see that to provide the regularity of the multilinear operators we
have to impose proper conditions on the time derivatives of the kernels $P_{n}\left(\mathbf{r} ; t_{1}, \ldots t_{n} ; \cdot\right)$ as well as their values at the boundary faces $t_{l}=0$. The conditions on the polarization response functions (tensors) $P_{n}=P_{n}(\mathbf{r} ; \vec{\tau} ; \cdot)$ from (1.13) have to imply that the series (1.12) and a similar series for $\partial_{t}\left(\mathbf{P}_{\mathrm{NL}}(\mathbf{E})\right)$ converge. Here is the condition imposed on the polarization response functions.

Condition 1.2. For every $n \geq n_{0}$ the tensor valued functions

$$
\begin{equation*}
P_{n}=P_{n}(\mathbf{r} ; \vec{\tau}), \mathbf{r} \in \mathbb{R}^{3}, \vec{\tau}=\left(\tau_{1}, \ldots, \tau_{n}\right) \in \mathbb{R}_{+}^{n} \tag{1.16}
\end{equation*}
$$

and their first time derivatives $\dot{P}_{n l}(\cdot ; \vec{\tau})$ with respect to $\tau_{l}, l=1, \ldots, n$, have the following properties:
(i) they belong for every fixed $\vec{\tau}$ to the space $C^{s}\left(\mathbb{R}^{3}\right), s \geq 2$, consisting of $s$ times, continuously differentiable, bounded functions of $\mathbf{r}$;
(ii) tensors $P_{n}(\cdot ; \vec{\tau})$ and $\dot{P}_{n l}(\cdot ; \vec{\tau})$ as elements of the space $C^{s}\left(\mathbb{R}^{3}\right)$ continuously depend on $\vec{\tau} \in \mathbb{R}_{+}^{n}$ up to the boundary $\partial^{n-1} \mathbb{R}_{+}^{n}$;
(iii) $P_{n}(\mathbf{r} ; \vec{\tau})$ satisfy the causality condition

$$
\begin{equation*}
P_{n}(\mathbf{r} ; \vec{\tau})=0, \vec{\tau} \in \mathbb{R}^{n}-\mathbb{R}_{+}^{n}, \mathbf{r} \in \mathbb{R}^{3} \tag{1.17}
\end{equation*}
$$

(iv) there exist constants $\beta_{P}>0, C_{P}>0$ such that $P_{n}$ and $\dot{P}_{n}$ in (1.14), (1.15) satisfy

$$
\begin{equation*}
\int_{\mathbb{R}_{+}^{n}}\left(\left\|P_{n}\right\|_{C^{s}}+\left\|\dot{P}_{n}\right\|_{C^{s}}\right) d \vec{\tau}+\int_{\partial^{n-1} \mathbb{R}_{+}^{n}}\left\|P_{n}\right\|_{C^{s}} d \vec{\tau}<C_{P} \beta_{P}^{-n} \tag{1.18}
\end{equation*}
$$

Note that $\mathbb{R}_{+}^{n}$ is the set of vectors from $\mathbb{R}^{n}$ with nonnegative components $\tau_{j} \geq 0$, $j=1, \ldots, n$. The $(n-1)$-dimensional boundary $\partial^{n-1} \mathbb{R}_{+}^{n}$ of this set is the union of $n$ faces $f_{i}=\left\{\vec{\tau} \in \mathbb{R}_{+}^{n}: \tau_{i}=0\right\}$.

A typical and rather common in optics example of the response function is

$$
P_{n}(\mathbf{r} ; \vec{\tau} ; \overrightarrow{\mathbf{e}})= \begin{cases}\exp \left\{-\sigma \sum_{j=1}^{n} \tau_{j}\right\} p_{n}(\mathbf{r} ; \overrightarrow{\mathbf{e}}) & \text { if all } \tau_{j} \geq 0  \tag{1.19}\\ 0 & \text { otherwise }\end{cases}
$$

where $p_{n}(\mathbf{r} ; \overrightarrow{\mathbf{e}})$ is a $n$-linear form of $\overrightarrow{\mathbf{e}} \in\left(\mathbb{C}^{3}\right)^{n}, \sigma>0$ is a constant.
We study solutions $\{\mathbf{H}(t), \mathbf{E}(t), \mathbf{B}(t), \mathbf{D}(t)\}$ to the Maxwell equations on the time interval $-\infty<t \leq T, T>0$. The solutions are continuous bounded functions of time $t$, taking on values in the Sobolev space $\mathbf{H}^{s}$ with an integer $s>3 / 2$ and such that (1.6) holds. Using common notations we denote the corresponding Banach space of such functions by $\mathcal{C}_{0, \mathbf{H}^{s}}^{T}=C_{0}\left([-\infty, T] ; \mathbf{H}^{s}\right)$. The full list of functional spaces and other related concepts is provided in the next section. Solutions of (1.1), (1.2), (1.7) and (1.8) are assumed to have time derivatives from $C_{0}\left([-\infty, T] ; \mathbf{H}^{s-1}\right)$. Under natural assumptions, such as Condition 1.2, the series (1.12) converges in a ball in the Banach space $C_{0}\left([-\infty, T] ; \mathbf{H}^{S}\right)$ and determines an analytic function $\mathbf{P}_{\mathrm{NL}}(\mathbf{E}(\cdot))$ of $\mathbf{E}(t)$. Since $\mathbf{P}_{\mathrm{NL}}$ includes integration with respect to time, its time derivative $\partial_{t}\left(\mathbf{P}_{\mathrm{NL}}(\mathbf{E}(\cdot))\right)$ also belongs to $C_{0}\left([-\infty, T] ; \mathbf{H}^{S}\right)$. All differential operators and functions in (1.1), (1.2) and (1.8) are well-defined for such solutions (a detailed definition of a solution is given in Definition 2.2). In the following sections we discuss in detail the relevant concepts and properties of functions analytic in Banach spaces. We also analyze a special class of analytic functions arising in the classical nonlinear optics for which $\mathcal{P}^{(n)}$ is defined by (1.13).

In this paper we assume the space dimension $d=3$. The space dimension $d=1$ or $d=2$ when the coefficients and the fields do not depend on $r_{2}, r_{3}$ or $r_{3}$ respectively. In these cases our results hold too, moreover, the condition $s>3 / 2$ is replaced by $s>d / 2$.

Using common notations (see the next section if needed) we can formulate one of our main results as follows.

Theorem 1.3. Let $s>3 / 2$ and Conditions 1.1 and 1.2 hold. Then the series (1.13) converges for $\|\mathbf{E}\|_{C_{0}\left([-\infty, T] ; \mathbf{H}^{s}\right)}<R_{P}$, where $R_{P}$ depends on $C_{P}, \beta_{P}$ in (1.18). Let $\mathbf{J} \in L_{1,0}\left([-\infty, T] ; \mathbf{H}^{s}\right)$ and

$$
\begin{equation*}
\|\mathbf{J}\|_{L_{1}([-\infty, T ;] Y)} \leq \delta<\delta_{0}, \quad 1+T<\frac{C}{\delta_{0}^{n_{0}-1}} \tag{1.20}
\end{equation*}
$$

where the constants $C, \delta_{0}$ depend on $n_{0}$ and the constants $C_{P}, \beta_{P},\|\boldsymbol{\varepsilon}(\cdot)\|_{C^{s}\left(\mathbb{R}^{3}\right)}, \varepsilon_{-}$, $\varepsilon_{+}$from Conditions 1.1 and 1.2. Then there exists a unique solution

$$
\begin{equation*}
\mathbf{W}(\mathbf{r}, \mathbf{t})=(\mathbf{D}(\mathbf{r}, t), \mathbf{B}(\mathbf{r}, t), \mathbf{E}(\mathbf{r}, t), \mathbf{H}(\mathbf{r}, t)) \in C_{0}\left([-\infty, T] ;\left(\mathbf{H}^{s}\right)^{2}\right) \tag{1.21}
\end{equation*}
$$

with $\|\mathbf{E}\|_{C_{0}\left([-\infty, T] ; \mathbf{H}^{s}\right)}<R_{P}$ to Eqs. (1.1), (1.2), (1.6), (1.7), (1.8). This solution $\mathbf{W}(\mathbf{r}, \mathbf{t})$ is an analytic function of $\mathbf{J}$ and it can be represented by a convergent power series

$$
\begin{equation*}
\mathbf{W}=\mathcal{W}(\mathbf{J})=\sum_{n=n_{0}}^{\infty} \mathcal{W}_{n}(\mathbf{J}) \tag{1.22}
\end{equation*}
$$

where $\mathcal{W}_{n}$ is a $n$-linear operator. The operators $\mathcal{W}_{n}$ can be explicitly expressed in terms of $P_{m}$ by recursive relations (7.49) (see Theorem 7.8).

The proof of Theorem 1.3 is given in Sect. 8. More detailed statements are provided by Theorem 7.8 and Lemma 7.4. We would like to remark that the proof of the existence of solutions as well as the studies of their properties (see [5,6]) are based on the reduction of the system (1.1), (1.2), (1.6), (1.7), (1.8) to the problem (7.36) for divergence-free variables D, B.

The primary focus of this paper is on the following subjects: (i) the existence and the uniqueness of the solution to the nonlinear Maxwell equations (1.1), (1.2), (1.6), (1.7), (1.8) for large time intervals; (ii) the representation of solutions in the form of convergent series involving causal operators. The proofs of the existence and the uniqueness provide a basis for a more detailed nonlinear interaction theory along the lines of [5, 6]. Our choice of the theory of analytic functions in infinite dimensional spaces as a technical tool is motivated primarily by the representation of the nonlinear polarization by the series (1.12), (1.13) which is standard in classical nonlinear optics. In addition to that, it turns out that the analytic approach based on representations of type (1.12), (1.13), (1.22) has additional advantages. In particular, it allows to give a rigorous meaning to some frequency-dependent nonlinearities, see [6] for details. It also allows to consider general nonlinearities as long as we can control their magnitude. In particular, we do not impose any specific structural conditions, such as the symmetry or skew-symmetry, sign conditions, etc., on the nonlinear tensors. Series expansions with the resulting analyticity naturally yield a rather constructive description of the solutions in the form common in the physical literature. Another important incentive for using the analytic functions approach is its usefulness in further analysis of the solutions, including their asymptotic approximations, when the excitation currents $\mathbf{J}(t)$ are nearly monochromatic
wave packets, [5], with relative frequency bandwidth $\varrho=\frac{\Delta \omega}{\omega} \rightarrow 0$. It turns out, [5], that $\varrho$ determines a naturally arising "slow time" $\tau=\varrho t$. It also follows from [5] that to analyze solutions of the Maxwell equation as $\varrho \rightarrow 0, t \rightarrow \infty$ with $\tau=\varrho t$ being fixed, one needs uniform with respect to $\varrho$ approximations of the solutions as functions of the excitation currents $\mathbf{J}(t)$. The analytic function approach and series representations allow to get that kind of approximations.

To carry out the analytic function approach to the construction of the solutions we need to properly recast the original Maxwell equations (1.1), (1.2). This recasting is done in two steps.

The first step is to choose the divergence-free fields $\mathbf{D}(\mathbf{r}, t), \mathbf{B}(\mathbf{r}, t)$ as the primary field variables. When changing the variables we keep in mind that the nonlinear polarization has the form (1.12), (1.13) implying that for any instant $t$ the field $\mathbf{D}(\mathbf{r}, t)$ depends on all the values of the field $\mathbf{E}\left(\cdot, t^{\prime}\right)$ for prior times $t^{\prime}<t$. This is one of the factors which has to be taken into account for the choice of functional spaces, namely, the spaces $C([-\infty, T] ; \mathcal{H})$ with a suitable Hilbert space $\mathcal{H}$. An analysis shows that the choice of a suitable function space $\mathcal{H}$ of functions $\mathbf{V}(\mathbf{r})$ of the position variable $\mathbf{r}$ should be based on the following considerations. First, if $\mathbf{U}(\mathbf{r}, t)$ is a solution of the relevant linear Maxwell equations, $\mathbf{U}(\mathbf{r}, t)$ must remain in $\mathcal{H}$ at all times, and, more than that, the norm $\|\mathbf{U}(\cdot, t)\|_{\mathcal{H}}$ must remain bounded as time evolves. This property is important for the control of the magnitude of an $\mathcal{H}$-valued solution for large time intervals that is crucial for existence on such intervals. The second condition on $\mathcal{H}$ is that the multilinear forms (1.13) must be continuous in $\mathcal{H}$. This requires that $\mathcal{H}$ must be closed with respect to the pointwise multiplication of functions. For instance, the space $L_{2}$ of square integrable functions is definitely not suitable. We show that the space $\mathcal{H}=\stackrel{\circ}{\mathbf{H}}_{M}^{s}$ with integer $s>3 / 2$ introduced in Sect. 3 has both required properties.

The paper is structured as follows. In Sect. 2 we introduce function spaces, give a definition of a solution of the nonlinear Maxwell system and prove Theorem 2.4 on the uniqueness of such a solution. The equivalence of norms generated by the linear Maxwell operator and Sobolev norms and related issues are discussed in Sect. 3. In Sect. 4 we give necessary definitions and facts from the theory of analytic operators (functions) in Banach spaces. Then we provide the proof of the related Implicit Function Theorem with particular emphasis on explicit constructions of polynomial operators and explicit estimates on the radius of convergence of relevant power expansions. In Sect. 5 we consider the case of causal multilinear operators generalizing (1.12), (1.13). It is the most technical part of the paper. In Sect. 6 we consider Maxwell equations in a generalized operator setting. Section 7 is devoted to an integral form of the Maxwell equations involving only bounded operators. We call it a regular integral form. The reduction to this form essentially uses the fact that the nonlinear polarization is given by causal integral operators of the form (1.12), (1.13). Then we prove results for the original Maxwell equations (1.1), (1.2), (1.6), (1.7), (1.8), in particular Theorem 1.3 and more detailed statements such as Theorem 7.8.

## 2. Function Spaces for Solutions

In this section we define suitable function spaces for solutions to Maxwell equations and introduce notations.
2.1. Notations and function spaces. Below we provide a list of common and a few special notations needed for our analysis.
$\partial^{\alpha}=\partial_{1}^{\alpha_{1}} \partial_{2}^{\alpha_{2}} \partial_{3}^{\alpha_{3}}$ where $\partial_{j}$ is the partial derivative with respect to the space coordinate $r_{j}$ and $\alpha=\left(\alpha_{1}, \alpha_{2}, \alpha_{3}\right)$ is a multiindex with $\alpha_{j}$ being nonnegative integers and $|\alpha|=\alpha_{1}+\alpha_{2}+\alpha_{3}$.
$\mathbf{L}_{2}\left(\mathbb{R}^{3}\right)=L_{2}\left(\mathbb{R}^{3}, \mathbb{C}^{3}\right)=\mathbf{L}_{2}$ the Hilbert space of 3-dimensional vector fields $\mathbf{v}(\mathbf{r})$ with the scalar product

$$
\begin{equation*}
(\mathbf{u}, \mathbf{v})=\int_{\mathbb{R}^{3}} \mathbf{u}^{*}(\mathbf{r}) \mathbf{v}(\mathbf{r}) d \mathbf{r}=\int_{\mathbb{R}^{3}} \overline{\mathbf{u}} \cdot \mathbf{v}(\mathbf{r}) d \mathbf{r}, \mathbf{u} \cdot \mathbf{v}=\sum_{j=1}^{3} u_{j} v_{j} \tag{2.1}
\end{equation*}
$$

where $\overline{\mathbf{u}}$ is a vector with components complex conjugate to the components of $\mathbf{u}$, and $\mathbf{u}^{*}=\overline{\mathbf{u}}^{\mathrm{T}}$ is the vector adjoint of $\mathbf{u}$ and for a vector (column) $\mathbf{u}$ the notation $\mathbf{u}^{\mathrm{T}}$ stands for a vector transposed to it. We will also use the notation $\boldsymbol{\varepsilon}^{\mathrm{T}}$ for a matrix transposed to the matrix $\boldsymbol{\varepsilon}$. If we have a term $\mathbf{u v}$, where $\mathbf{u}$ and $\mathbf{v}$ are matrices or vectors then vectors are treated as corresponding matrices and $\mathbf{u v}$ is understood as a standard matrix product. In our problems $\mathbf{v}(\mathbf{r})$ can be, for instance, the electric or magnetic field.
$\mathbf{L}_{2}\left(\mathbb{R}^{3}\right)=\mathbf{L}_{2}$ is the subspace of $\mathbf{L}_{2}\left(\mathbb{R}^{3}\right)$ consisting of the divergence free 3-dimensional fields, i.e. the subspace of $\mathbf{L}_{2}\left(\mathbb{R}^{3}\right)$ orthogonal to all the fields of the form $\operatorname{grad} \varphi(\mathbf{r})$, where $\varphi(\mathbf{r}) \in C_{0}^{\infty}\left(\mathbb{R}^{3}\right)$.
$\Pi_{0}$ is the $\mathbf{L}_{2}$-orthogonal projection operator on $\stackrel{\circ}{\mathbf{L}}_{2}$.
$\mathbf{L}_{2}^{2}=\mathbf{L}_{2} \times \mathbf{L}_{2}, \stackrel{\circ}{\mathbf{L}}_{2}^{2}=\stackrel{\circ}{\mathbf{L}}_{2} \times \stackrel{\circ}{\mathbf{L}}_{2}$.
$\mathbf{H}_{q}^{s}\left(\mathbb{R}^{3}\right)=\mathbf{H}_{q}^{s}=\mathbf{H}^{s}, s=0,1,2, \ldots$, is the Sobolev space of $q$-dimensional vector fields (or $n$-linear form (tensor) fields that are vectors of dimension $q^{n}$ ). For vector fields $\mathbf{V}(\mathbf{r})=\left\{V_{j}(\mathbf{r}): 1 \leq j \leq q\right\}, \mathbf{r} \in \mathbb{R}^{3}$ (index $q=3,6$ will be often suppressed) the Sobolev norm

$$
\begin{equation*}
\|\mathbf{V}\|_{\mathbf{H}^{s}}^{2}=\sum_{|\alpha| \leq s} \int_{\mathbb{R}^{3}}\left|\partial^{\alpha} V(\mathbf{r})\right|^{2} \mathbf{d r} \tag{2.2}
\end{equation*}
$$

with $\partial^{\alpha}=\partial_{1}^{\alpha_{1}} \partial_{2}^{\alpha_{2}} \partial_{3}^{\alpha_{3}},|\alpha|=\alpha_{1}+\alpha_{2}+\alpha_{3}$ and

$$
\begin{equation*}
|\mathbf{v}|^{2}=\overline{\mathbf{v}} \cdot \mathbf{v}=\left|v_{1}\right|^{2}+\ldots+\left|v_{q}\right|^{2} \tag{2.3}
\end{equation*}
$$

being the standard Euclidean norm of a vector $\mathbf{v} \in \mathbb{C}^{q}$. For a $n$-linear form (tensor) field $\mathbf{V}(\mathbf{r} ; \cdot)$ of tensors acting on vectors $\mathbf{e} \in \mathbb{C}^{q}$ the Sobolev norm $\|\mathbf{V}\|_{\mathbf{H}^{s}}^{2}$ is given by (2.2), where the norm of a $n$ - linear tensor $\mathbf{V}^{\prime}=\partial^{\alpha} V(\mathbf{r})$ is given for any given $\alpha$, $\mathbf{r}$ by

$$
\begin{equation*}
\left|\mathbf{V}^{\prime}\right|=\sup _{\left|\mathbf{e}_{1}\right|=\ldots=\left|\mathbf{e}_{n}\right|=1}\left|\mathbf{V}^{\prime}\left(\mathbf{e}_{1}, \ldots, \mathbf{e}_{n}\right)\right| \tag{2.4}
\end{equation*}
$$

with $\left|\mathbf{e}_{j}\right|$ being the standard Euclidean norm of a vector $\mathbf{e}_{j} \in \mathbb{C}^{q}$.
$\stackrel{\circ}{\mathbf{H}}^{s}=\mathbf{H}_{3}^{s} \cap \stackrel{\circ}{\mathbf{L}}_{2}$ and

$$
\begin{equation*}
\|\mathbf{u}\|_{\mathbf{H}^{s}}=\|\mathbf{u}\|_{\mathbf{H}^{s}}, \quad \mathbf{u} \in \dot{\mathbf{H}}^{s} \tag{2.5}
\end{equation*}
$$

$\mathcal{C}_{Y}^{T}=C([-\infty, T] ; Y)$, where $Y$ is a Banach space, is the space of $Y-$ valued functions $y(t),-\infty<t \leq T$, with the norm defined by

$$
\begin{equation*}
\|y\|_{\mathcal{C}_{Y}^{T}}=\sup _{-\infty<t \leq T}\|y(t)\|_{Y} \tag{2.6}
\end{equation*}
$$

In particular,
$\mathcal{C}_{\mathbf{H}^{s}}^{T}=C\left([-\infty, T] ; \mathbf{H}^{s}\right), T>0$, is a Banach space of $\mathbf{H}^{s}$-valued continuous trajectories $\mathbf{U}(t),-\infty<t \leq T$ in $\mathbf{H}^{s}$ with the norm

$$
\begin{equation*}
\|\mathbf{U}\|_{C\left([-\infty, T] ; \mathbf{H}^{s}\right)}=\sup _{-\infty<t \leq T}\|\mathbf{U}(t)\|_{\mathbf{H}^{s}} . \tag{2.7}
\end{equation*}
$$

$\mathcal{C}_{0, \mathbf{H}^{s}}^{T}=C_{0}\left([-\infty, T] ; \mathbf{H}^{s}\right), T>0$, is a Banach space of $\mathbf{H}^{s}$-valued continuous trajectories $\mathbf{U}(t),-\infty<t \leq T$, such that $\mathbf{U}(t)=0,-\infty<t \leq 0$ equipped with the norm (2.7).
$\mathcal{C}_{0, Y}^{T}=C_{0}([-\infty, T] ; Y)$ is defined similarly for a Banach space $Y$.
$\mathcal{L}_{Y}^{T}=L_{2}([-\infty, T] ; Y)$ is the space of $Y$-valued functions of $t \in[-\infty, T]$ that are square Lebesgue integrable; the norm in $\mathcal{L}_{Y}^{T}$ is defined by

$$
\begin{equation*}
\|\mathbf{U}\|_{\mathcal{L}_{Y}^{T}}^{2}=\int_{-\infty}^{T}\|\mathbf{U}(t)\|_{Y}^{2} d t \tag{2.8}
\end{equation*}
$$

$L_{2,0}([-\infty, T] ; Y)$ is the subspace of functions $j$ from $L_{2}([-\infty, T] ; Y)$ such that $j(t)=0,-\infty<t \leq 0$.
$L_{1}([-\infty, T ; Y])$ is the space of $Y$-valued functions of $t \in[-\infty, T]$ with the norm

$$
\begin{equation*}
\|j\|_{L_{1}([-\infty, T ; Y])}=\int_{0}^{T}\left\|j\left(t^{\prime}\right)\right\|_{Y} d t^{\prime} \tag{2.9}
\end{equation*}
$$

$L_{1,0}([-\infty, T] ; Y)$ is the subspace of functions $j$ from $L_{1}([-\infty, T] ; Y)$ such that $j(t)=0,-\infty<t \leq 0$.
$C^{s}\left(\mathbb{R}^{3}\right)=C^{s}, s=1,2, \ldots$, is the space of $s$ times continuously differentiable vector fields or $n$-linear form (tensor) fields. The function norm in $C^{s}\left(\mathbb{R}^{3}\right)$ is defined by the formula

$$
\begin{equation*}
\|\mathbf{V}\|_{C^{s}}=\sup _{|\alpha| \leq s, \mathbf{r} \in \mathbb{R}^{3}}\left|\partial^{\alpha} V(\mathbf{r})\right|, \tag{2.10}
\end{equation*}
$$

where for a vector $\partial^{\alpha} V(\mathbf{r})$ with given $\alpha, \mathbf{r}$ the norm $\left|\partial^{\alpha} V(\mathbf{r})\right|$ is determined by (2.3) and for a $n$-linear form (tensor) field the norm $\left|\partial^{\alpha} V(\mathbf{r})\right|$ of a tensor $\partial^{\alpha} V(\mathbf{r})$ is determined using (2.4).
$\mathbf{H}_{M}$ is a Hilbert space consisting of the 6-dimensional fields from $\mathbf{L}_{2}^{2}$ but with the modified scalar product that includes a positive definite Hermitian matrix $\boldsymbol{\eta}(\mathbf{r})$ of the form

$$
(\mathbf{U}, \mathbf{V})_{\mathbf{H}_{M}}=\int_{\mathbb{R}^{3}} \overline{\mathbf{U}}(\mathbf{r}) \cdot \Xi(\mathbf{r}) \mathbf{V}(\mathbf{r}) d \mathbf{r}, \boldsymbol{\Xi}(\mathbf{r})=\left[\begin{array}{cc}
\eta(\mathbf{r}) & \mathbf{0}  \tag{2.11}\\
\mathbf{0} & \mathbf{I}
\end{array}\right], \mathbf{U}=\left[\begin{array}{l}
\mathbf{D} \\
\mathbf{B}
\end{array}\right]
$$

Under the condition (3.2), which will be imposed on $\eta(\mathbf{r})$, the norm $\|\cdot\|_{\mathbf{H}_{M}}$ is equivalent to the $\mathbf{L}_{2}$-norm $\|\cdot\|_{\mathbf{L}_{2}}$.

The space $\mathbf{H}_{M}$ consists of the 6 -dimensional fields from $\mathbf{L}_{2}^{2}$ with the scalar product (2.11),

$$
\begin{equation*}
(\mathbf{U}, \mathbf{V})_{\mathbf{H}_{M}}=(\mathbf{U}, \mathbf{V})_{\mathbf{H}_{M}} . \tag{2.12}
\end{equation*}
$$

$\stackrel{\circ}{\mathbf{H}}_{M}^{s}$ are the spaces generated by the linear Maxwell operator; they are considered in Sect. 3, see (3.7).
2.2. Solutions and their uniqueness. To study the uniqueness problem we express $\mathbf{D}$ in terms of $\mathbf{E}$ using (1.8). Equation (1.1), (1.2), after taking into account (1.7), (1.8), turn into

$$
\begin{align*}
& \nabla \times \mathbf{E}(\mathbf{r}, t)=-\partial_{t} \mathbf{B}(\mathbf{r}, t)-4 \pi \mathbf{J}_{B}(\mathbf{r}, t),  \tag{2.13}\\
& \nabla \times \mathbf{B}(\mathbf{r}, t)=\boldsymbol{\varepsilon} \partial_{t} \mathbf{E}(\mathbf{r}, t)+4 \pi \partial_{t} \mathbf{P}_{\mathrm{NL}}(\mathbf{E})(\mathbf{r}, t)+4 \pi \mathbf{J}_{D}(\mathbf{r}, t),  \tag{2.14}\\
& \nabla \cdot \mathbf{B}(\mathbf{r}, t)=0, \nabla \cdot\left(\boldsymbol{\varepsilon} \mathbf{E}+4 \pi \mathbf{P}_{\mathrm{NL}}(\mathbf{E})\right)(\mathbf{r}, t)=0 . \tag{2.15}
\end{align*}
$$

It is assumed that $\mathbf{J}_{B}, \mathbf{J}_{D} \in L_{1,0}\left([-\infty, T] ; \mathbf{H}^{s}\right)$ for an integer $s>3 / 2$. We impose the following condition on the nonlinearity $\mathbf{P}_{\mathrm{NL}}(\mathbf{E})$.

Condition 2.1. We assume that the nonlinear operators $\mathbf{P}_{N L}(\mathbf{E})$ and $\partial_{t} \mathbf{P}_{N L}(\mathbf{E})$ are defined for $\|\mathbf{E}\|_{\mathcal{C}_{\mathbf{H}^{s}}^{T}}<R_{\mathbf{P}}$ with $R_{\mathbf{P}}>0$ and an integer $s>3 / 2$. For every $T_{1} \in[0, T]$ they satisfy the Lipschitz condition

$$
\begin{align*}
& \int_{0}^{T_{1}}\left\|\partial_{t} \mathbf{P}_{N L}\left(\mathbf{E}_{1}\right)(t)-\partial_{t} \mathbf{P}_{N L}\left(\mathbf{E}_{2}\right)(t)\right\|_{\mathbf{H}^{0}}^{2} d t \\
& \quad \leq K_{L} \int_{0}^{T_{1}}\left\|\mathbf{E}_{1}(t)-\mathbf{E}_{2}(t)\right\|_{\mathbf{H}^{0}}^{2} d t \tag{2.16}
\end{align*}
$$

for every $\mathbf{E}_{1}, \mathbf{E}_{2} \in \mathcal{C}_{0, \mathbf{H}^{s}}^{T}$ such that $\left\|\mathbf{E}_{1}\right\|_{\mathcal{C}_{\mathbf{H}^{s}}^{T}},\left\|\mathbf{E}_{2}\right\|_{\mathcal{C}_{\mathbf{H}^{s}}^{T}}<R_{\mathbf{P}}$.
Now we are ready to define a solution to (2.13), (2.14), (2.15).
Definition 2.2. A pair of functions $\mathbf{B}(\mathbf{r}, t), \mathbf{E}(\mathbf{r}, t)$ is called a solution of (2.13), (2.14), (2.15) if for some $T>0$ we have $\mathbf{B} \in \mathcal{C}_{0, \mathbf{H}^{s}}^{T}=C_{0}\left([-\infty, T] ; \mathbf{H}^{s}\right), \mathbf{E} \in \mathcal{C}_{0, \mathbf{H}^{s}}^{T}=$ $C_{0}\left([-\infty, T] ; \mathbf{H}^{s}\right), \partial_{t} \mathbf{B} \in \mathcal{C}_{0, \mathbf{H}^{s-1}}^{T}, \partial_{t} \mathbf{E} \in \mathcal{C}_{0, \mathbf{H}^{s-1}}^{T}$ with $s \geq 2$ and $\|\mathbf{E}\|_{\mathcal{C}_{\mathbf{H}^{s}}^{T}}<R_{\mathbf{P}}$. The corresponding quad $\mathbf{D}(\mathbf{r}, t), \mathbf{B}(\mathbf{r}, t), \mathbf{E}(\mathbf{r}, t), \mathbf{H}(\mathbf{r}, t)$ with $\mathbf{H}(\mathbf{r}, t)$ and $\mathbf{D}(\mathbf{r}, t)$ determined respectively by (1.7), (1.8) is called a solution to (1.1), (1.2), (1.6), (1.7), (1.8).

Note that the curl $\nabla^{\times}$and the divergency $\nabla$. are bounded operators from $\mathbf{H}^{s}$ to $\mathbf{H}^{s-1}$, and when they are applied to functions of $(\mathbf{r}, t)$ they become bounded operators from $\mathcal{C}_{\mathbf{H}^{s}}^{T}=C\left([-\infty, T] ; \mathbf{H}^{s}\right)$ to $\mathcal{C}_{\mathbf{H}^{s-1}}^{T}$. Therefore for $\|\mathbf{E}\|_{\mathcal{C}_{\mathbf{H}^{s}}^{T}}<R_{\mathbf{P}}$ the left-hand and right-hand sides of (2.13), (2.14), (2.15) are well-defined as elements of $\mathcal{C}_{\mathbf{H}^{s-1}}^{T}$.

The next lemma provides a sufficient condition for Condition 2.1 to hold.
Lemma 2.3. Let Condition 1.2 hold. Then Condition 2.1 holds, and $R_{\mathbf{P}}=R_{\mathbf{P}}\left(\beta_{P}\right)$ is the same as in Lemma 7.4, $R_{\mathbf{P}}$ depends only on $\beta_{P}$ from Condition 1.2.

Proof. The statement follows from Lemma 7.4.
The following theorem shows that Condition 2.1 (and consequently Condition 1.2) implies uniqueness of solutions.

Theorem 2.4. Let Condition 2.1 hold together with (1.10) and all conditions from Condition 1.2 with only one exception, namely (1.11) holds for $s=0$. Let $\mathbf{J}_{D}, \mathbf{J}_{B} \in$ $\mathcal{C}_{0, \mathbf{H}^{1}}^{T}$, and suppose that $\mathbf{B}_{1}, \mathbf{E}_{1} \in C_{0}\left([-\infty, T] ; \mathbf{H}^{2}\right)$ and $\mathbf{B}_{2}, \mathbf{E}_{2} \in C_{0}\left([-\infty, T] ; \mathbf{H}^{2}\right)$ are two solutions to (2.13), (2.14). Then $\mathbf{B}_{1}=\mathbf{B}_{2}, \mathbf{E}_{1}=\mathbf{E}_{2}$.

Proof. Note that by Definition 2.2 the solutions satisfy $\left\|\mathbf{E}_{1}\right\|_{\mathcal{C}_{\mathbf{H}^{s}}^{T}}<R_{\mathbf{P}},\left\|\mathbf{E}_{2}\right\|_{\mathcal{C}_{\mathbf{H}^{s}}^{T}}<$ $R_{\mathbf{P}}, \partial_{t} \mathbf{B}_{1} \in \mathcal{C}_{0, \mathbf{H}^{s-1}}^{T}, \partial_{t} \mathbf{E}_{1} \in \mathcal{C}_{0, \mathbf{H}^{s-1}}^{T}, \partial_{t} \mathbf{B}_{2} \in \mathcal{C}_{0, \mathbf{H}^{s-1}}^{T}, \partial_{t} \mathbf{E}_{2} \in \mathcal{C}_{0, \mathbf{H}^{s-1}}^{T}$. Therefore the difference $\mathbf{B}_{3}=\mathbf{B}_{1}-\mathbf{B}_{2}, \mathbf{E}_{3}=\mathbf{E}_{1}-\mathbf{E}_{2}$ of the solutions satisfies the system

$$
\begin{align*}
& \boldsymbol{\varepsilon}^{-1}\left(\nabla \times \mathbf{B}_{3}\right)=\partial_{t} \mathbf{E}_{3}+4 \pi \boldsymbol{\varepsilon}^{-1} \partial_{t}\left(\mathbf{P}_{\mathrm{NL}}\left(\mathbf{E}_{1}\right)-\mathbf{P}_{\mathrm{NL}}\left(\mathbf{E}_{2}\right)\right),  \tag{2.17}\\
& \nabla \times \mathbf{E}_{3}=-\partial_{t} \mathbf{B}_{3} \tag{2.18}
\end{align*}
$$

$\mathbf{E}_{3} \in C_{0}\left([-\infty, T] ; \mathbf{H}^{2}\right)$. Now we, first, dot-multiply Eqs. (2.17) and (2.18) by respectively $\boldsymbol{\varepsilon}^{\mathrm{T}} \overline{\mathbf{E}}_{3}$ and $-\overline{\mathbf{B}}_{3}$, and then add up them, integrate in $\mathbf{r}$ and $t$ and take the real part. We have

$$
\begin{equation*}
\int\left[\overline{\mathbf{E}}_{3} \cdot \nabla \times \mathbf{B}_{3}-\overline{\mathbf{B}}_{3} \cdot \nabla \times \mathbf{E}_{3}+\mathbf{E}_{3} \cdot \nabla \times \overline{\mathbf{B}}_{3}-\mathbf{B}_{3} \cdot \nabla \times \overline{\mathbf{E}}_{3}\right] d \mathbf{r}=\mathbf{0} \tag{2.19}
\end{equation*}
$$

hence, for $T_{1} \leq T$,

$$
\begin{align*}
& \operatorname{Re} \int_{-\infty}^{T_{1}} \int\left(\overline{\mathbf{E}}_{3} \cdot \boldsymbol{\varepsilon} \partial_{t} \mathbf{E}_{3}+\mathbf{B}_{3} \partial_{t} \mathbf{B}_{3}\right) d \mathbf{r} d t=\operatorname{Re} \int_{0}^{T_{1}} \int \overline{\mathbf{E}}_{3} \cdot \mathbf{g}_{2} d \mathbf{r} d t  \tag{2.20}\\
& \mathbf{g}_{2}=4 \pi \partial_{t}\left(\mathbf{P}_{\mathrm{NL}}\left(\mathbf{E}_{1}\right)-\mathbf{P}_{\mathrm{NL}}\left(\mathbf{E}_{2}\right)\right) \tag{2.21}
\end{align*}
$$

Let us introduce

$$
\begin{equation*}
N(\mathbf{E}, \mathbf{B}, T)=\left.\int(\overline{\mathbf{E}} \cdot \varepsilon \mathbf{E}+\overline{\mathbf{B}} \cdot \mathbf{B}) d \mathbf{r}\right|_{t=T}=\|(\mathbf{E}, \mathbf{B})\|_{\mathbf{H}_{M}}^{2} \tag{2.22}
\end{equation*}
$$

where the norm $\dot{\mathbf{H}}_{M}$ is defined in (2.11). Since $\partial_{t} \mathbf{B}_{3} \in \mathcal{C}_{0, \mathbf{H}^{1}}^{T}, \partial_{t} \mathbf{E}_{3} \in \mathcal{C}_{0, \mathbf{H}^{1}}^{T}, \mathbf{B}_{3} \in \mathcal{C}_{0, \mathbf{H}^{2}}^{T}$, $\mathbf{E}_{3} \in \mathcal{C}_{0, \mathbf{H}^{2}}^{T}$ and $\boldsymbol{\varepsilon}$ is Hermitian we have

$$
\begin{equation*}
\operatorname{Re} \int_{-\infty}^{T_{1}} \int\left(\overline{\mathbf{E}}_{3} \cdot \boldsymbol{\varepsilon} \partial_{t} \mathbf{E}_{3}+\overline{\mathbf{B}}_{3} \cdot \partial_{t} \mathbf{B}_{3}\right) d \mathbf{r} d t=\frac{1}{2} N\left(\mathbf{E}_{3}, \mathbf{B}_{3}, T_{1}\right) . \tag{2.23}
\end{equation*}
$$

Then we estimate the right-hand side of (2.20) using (1.10) as follows

$$
\begin{align*}
\left|\int \overline{\mathbf{E}}_{3} \cdot \mathbf{g}_{2} d \mathbf{r}\right| & \leq \frac{1}{2}\left(\left\|\mathbf{E}_{3}(t)\right\|_{\mathbf{H}^{0}}^{2}+\left\|\mathbf{g}_{2}(t)\right\|_{\mathbf{H}^{0}}^{2}\right) \\
& \leq \frac{1}{2}\left\|\mathbf{E}_{3}(t)\right\|_{\mathbf{H}^{0}}^{2}+2 \pi^{2} \int\left|\partial_{t}\left[\mathbf{P}_{\mathrm{NL}}\left(\mathbf{E}_{1}\right)(t)-\mathbf{P}_{\mathrm{NL}}\left(\mathbf{E}_{2}\right)(t)\right]\right|^{2} d \mathbf{r} . \tag{2.24}
\end{align*}
$$

Based on Condition 2.1 we get

$$
\begin{equation*}
\int_{0}^{T_{1}} \int\left|\partial_{t}\left[\mathbf{P}_{\mathrm{NL}}\left(\mathbf{E}_{1}\right)(t)-\mathbf{P}_{\mathrm{NL}}\left(\mathbf{E}_{2}\right)(t)\right]\right|^{2} d \mathbf{r} d t \leq K_{L} \int_{0}^{T_{1}}\left\|\mathbf{E}_{3}(t)\right\|_{\mathbf{H}^{0}}^{2} d t \tag{2.25}
\end{equation*}
$$

According to (1.10) we have

$$
\begin{equation*}
\varepsilon_{-}\left\|\mathbf{E}_{3}(t)\right\|_{\mathbf{H}^{0}}^{2} \leq N^{2}\left(\mathbf{E}_{3}, \mathbf{B}_{3}, t\right) \tag{2.26}
\end{equation*}
$$

Now combining (2.20) and (2.23), (2.24), (2.25) and (2.26) we obtain

$$
\begin{equation*}
N^{2}\left(\mathbf{E}, \mathbf{B}, T_{1}\right) \leq\left(1+4 \pi^{2} K_{L}\right) \varepsilon_{-}^{-1} \int_{0}^{T_{1}} N^{2}(\mathbf{E}, \mathbf{B}, t) d t \tag{2.27}
\end{equation*}
$$

Applying the Gronwall inequality to the estimate (2.27) we get for $T_{1} \geq 0$,

$$
\begin{equation*}
N^{2}\left(\mathbf{E}_{3}, \mathbf{B}_{3}, T_{1}\right) \leq N^{2}\left(\mathbf{E}_{3}, \mathbf{B}_{3}, 0\right) \exp \left[\left(1+4 \pi^{2} K_{L}\right) \varepsilon_{-}^{-1} T_{1}\right] \tag{2.28}
\end{equation*}
$$

Since $N^{2}\left(\mathbf{E}_{3}, \mathbf{B}_{3}, 0\right)=0$, the inequality (2.28) implies $N^{2}\left(\mathbf{E}_{3}, \mathbf{B}_{3}, T_{1}\right)=0$ and, consequently $\mathbf{E}_{3}=\mathbf{B}_{3}=\mathbf{0}$.

Remark 2.5. Note that the proof of the uniqueness of solutions does not use the diver-gence-free condition (2.15), which is very essential for the proof of their existence.

The proof of the existence uses a reduction of (1.1), (1.2), (1.6) and (1.8) to an integral equation for the divergence-free fields $\mathbf{B}$ and $\mathbf{D}$ considered in Sect. 7.

## 3. Linear Maxwell Operator

In this section we consider some important properties of the linear Maxwell equations. In the linear case (1.8) takes the form

$$
\begin{equation*}
\mathbf{E}(\mathbf{r}, t)=\boldsymbol{\eta}(\mathbf{r}) \mathbf{D}(\mathbf{r}, t), \quad \eta(\mathbf{r})=[\boldsymbol{\varepsilon}(\mathbf{r})]^{-1}, \tag{3.1}
\end{equation*}
$$

where the Hermitian matrix $\boldsymbol{\eta}(\mathbf{r})$, called the impermeability tensor, satisfies the inequality

$$
\begin{equation*}
\varepsilon_{+}^{-1}|\mathbf{e}|^{2} \leq \sum_{m, n=1}^{3} \boldsymbol{\varepsilon}_{m n}(\mathbf{r}) e_{m}^{*} e_{n} \leq \varepsilon_{-}^{-1}|\mathbf{e}|^{2}, \mathbf{r} \in \mathbb{R}^{3}, \mathbf{e} \in \mathbb{C}^{3}, \tag{3.2}
\end{equation*}
$$

as it follows from (1.10). Based on (1.7), (3.1) we rewrite Eqs. (1.1),(1.2) in the form

$$
\begin{equation*}
\partial_{t} \mathbf{U}(t)=-i \mathbf{M} \mathbf{U}(t)-\mathbf{J}(t) ; \mathbf{U}(t)=0 \text { for } t \leq 0 \tag{3.3}
\end{equation*}
$$

where

$$
\mathbf{U}=\left[\begin{array}{l}
\mathbf{D}  \tag{3.4}\\
\mathbf{B}
\end{array}\right], \mathbf{M}=i\left[\begin{array}{cc}
\mathbf{0} & \nabla^{\times} \\
-\nabla^{\times} \boldsymbol{\eta} & \mathbf{0}
\end{array}\right], \quad \nabla^{\times} \mathbf{B}=\nabla \times \mathbf{B}, \mathbf{J}=4 \pi\left[\begin{array}{l}
\mathbf{J}_{D} \\
\mathbf{J}_{B}
\end{array}\right],
$$

and $\eta$ denotes the operator of multiplication by $\eta(\mathbf{r})$. We write the linear Maxwell operator $\mathbf{M}$ in the form

$$
\begin{align*}
& \mathbf{M}=i \nabla^{\times \times} \boldsymbol{\Xi}, \quad \nabla^{\times \times}=\left[\begin{array}{cc}
\mathbf{0} & \nabla^{\times} \\
-\nabla^{\times} & \mathbf{0}
\end{array}\right], \\
& {[\boldsymbol{\Xi} \mathbf{V}](\mathbf{r})=\boldsymbol{\Xi}(\mathbf{r}) \mathbf{V}(\mathbf{r}), \quad \boldsymbol{\Xi}(\mathbf{r})=\left[\begin{array}{cc}
\boldsymbol{\eta}(\mathbf{r}) & \mathbf{0} \\
0 & \mathbf{1}
\end{array}\right],} \tag{3.5}
\end{align*}
$$

where $\nabla^{\times}$is the curl operator. In view of (3.2) we have

$$
\begin{equation*}
\alpha_{-} I_{6} \leq \Xi(\mathbf{r}) \leq \alpha_{+} I_{6}, \mathbf{r} \in \mathbb{R}^{3}, \text { with } I_{6} \text { being } 6 \times 6 \text { identity matrix } \tag{3.6}
\end{equation*}
$$

and $\alpha_{+}=\max \left(1, \varepsilon_{-}^{-1}\right), \alpha_{-}=\max \left(1, \varepsilon_{+}^{-1}\right)$. We introduce now the scale of Hilbert spaces $\stackrel{\circ}{\mathbf{H}}_{M}^{s}, s=0,1, \ldots$, consisting of divergence free $(3+3)$-dimensional vectorfields $\mathbf{V}(\mathbf{r})$ with the scalar product

$$
\begin{equation*}
(\mathbf{U}, \mathbf{V})_{\stackrel{\mathbf{H}}{M}_{s}^{s}}=\left(\mathbf{M}^{s} \mathbf{U}, \mathbf{M}^{s} \mathbf{V}\right)_{\stackrel{\mathbf{H}}{M}^{\circ}}+(\mathbf{U}, \mathbf{V})_{\stackrel{\mathbf{H}}{M}}, s=0,1, \ldots, \tag{3.7}
\end{equation*}
$$

where $(\mathbf{U}, \mathbf{V})_{\mathbf{H}_{M}}$ is defined by (2.11). Evidently, $(\mathbf{U}, \mathbf{V})_{\mathbf{H}_{M}^{0}}=2(\mathbf{U}, \mathbf{V})_{\mathbf{H}_{M}}$. In the following subsections we study properties of the spaces $\mathbf{H}_{M}^{s}$.
3.1. Spaces of divergence-free fields. We consider the standard Hilbert space $\mathbf{L}_{2}=$ $L_{2}\left(\mathbb{R}^{3}, \mathbb{C}^{3}\right)$ of Lebesgue square-integrable 3-dimensional complex-valued vector fields in $\mathbb{R}^{3}$, and we consider a subspace $\mathbf{L}_{2}$ of $\mathbf{L}_{2}$, which is the closure of all smooth vector fields from $\mathbf{L}_{2}$ with zero divergence. We denote by $\Pi_{0}$ the $\mathbf{L}_{2}$-orthogonal projection operator onto $\stackrel{\circ}{\mathbf{L}}_{2}$. The space $\stackrel{\circ}{\mathbf{L}}_{2}$ can be equivalently defined as a space of all the fields orthogonal to every field of the form $\operatorname{grad} \varphi(\mathbf{r})$, where $\varphi$ runs the space $C_{0}^{\infty}\left(\mathbb{R}^{3}\right)$ (the set of infinitely differentiable scalar functions with finite support). The space $\stackrel{\circ}{\mathbf{L}}_{2}$ can be explicitly described in terms of the Fourier transform $\mathcal{F}$ which is given by the following formula

$$
\begin{align*}
& \tilde{\mathbf{A}}(\mathbf{k})=\mathcal{F}(\mathbf{A})(\mathbf{k})=\frac{1}{(2 \pi)^{3}} \int_{\mathbb{R}^{3}} e^{-i \mathbf{k} \cdot \mathbf{r}} \mathbf{A}(\mathbf{r}) d \mathbf{r} \\
& \mathbf{A}(\mathbf{r})=\mathcal{F}^{-1}(\tilde{\mathbf{A}})=\int_{\mathbb{R}^{3}} e^{i \mathbf{k} \cdot \mathbf{r}} \tilde{\mathbf{A}}(\mathbf{k}) d \mathbf{r} \tag{3.8}
\end{align*}
$$

Note that

$$
\begin{equation*}
\widetilde{\partial^{\alpha} \mathbf{A}}(\mathbf{k})=i^{|\alpha|} \mathbf{k}^{\alpha} \widetilde{\mathbf{A}}(\mathbf{k}), \mathbf{k}^{\alpha}=k_{1}^{\alpha_{1}} k_{2}^{\alpha_{2}} k_{3}^{\alpha_{3}} \tag{3.9}
\end{equation*}
$$

By Plancherel's theorem

$$
\begin{equation*}
\frac{1}{(2 \pi)^{3 / 2}} \int_{\mathbb{R}^{3}}|\mathbf{A}(\mathbf{r})|^{2} d \mathbf{r}=\int_{\mathbb{R}^{3}}|\tilde{\mathbf{A}}(\mathbf{k})|^{2} d \mathbf{k} \tag{3.10}
\end{equation*}
$$

Hence the Sobolev norm (2.2) can be written in terms of the Fourier transform as

$$
\begin{equation*}
\|\mathbf{A}\|_{\mathbf{H}^{s}}^{2}=(2 \pi)^{3 / 2} \int_{\mathbb{R}^{3}} \sum_{|\alpha| \leq s}\left|\mathbf{k}^{\alpha}\right|^{2}|\tilde{\mathbf{A}}(\mathbf{k})|^{2} d \mathbf{k} \tag{3.11}
\end{equation*}
$$

An equivalent norm is given in terms of the Fourier transform by

$$
\begin{equation*}
\|\mathbf{A}\|_{s, F}^{2}=(2 \pi)^{3 / 2} \int\left(|\mathbf{k}|^{2 s}+1\right)|\mathcal{F}(\mathbf{A})(\mathbf{k})|^{2} d \mathbf{k} \tag{3.12}
\end{equation*}
$$

Obviously,

$$
\begin{equation*}
c_{H}^{-1}\|\mathbf{A}\|_{\mathbf{H}^{s}}^{2} \leq\|\mathbf{A}\|_{s, F}^{2} \leq c_{H}\|\mathbf{A}\|_{\mathbf{H}^{s}}^{2} . \tag{3.13}
\end{equation*}
$$

According to (3.9) the image $\mathcal{F} \mathbf{L}_{2}$ of the Fourier transform $\mathcal{F}$ is:

$$
\begin{equation*}
\mathcal{F} \stackrel{\circ}{\mathbf{L}}_{2}=\left\{\tilde{\mathbf{A}}(\mathbf{k}) \in \mathbf{L}_{2}: \tilde{\mathbf{A}}(\mathbf{k}) \cdot \mathbf{k}=0 \text { for almost all } \mathbf{k} \in \mathbb{R}^{3}\right\} . \tag{3.14}
\end{equation*}
$$

By (3.12) the space $\mathbf{H}^{s}$ consists of functions

$$
\begin{equation*}
\left\{\mathbf{U} \in \mathbf{L}_{2}:\left(|\mathbf{k}|^{2}+1\right)^{s / 2} \mathcal{F}(\mathbf{U})(\mathbf{k}) \in \mathbf{L}_{2}, \mathbf{k} \cdot \mathcal{F}(\mathbf{U})(\mathbf{k})=0\right\} \tag{3.15}
\end{equation*}
$$

The projection $\Pi_{0}$ in terms of the Fourier transform is written explicitly for every $\mathbf{k}$ as the orthogonal projection in $\mathbb{C}^{3}$ of a vector $\tilde{\mathbf{A}}(\mathbf{k})$ onto the plane $\mathbf{k} \cdot \tilde{\mathbf{A}}(\mathbf{k})=0$, i.e.

$$
\begin{equation*}
\Pi_{0}=\mathcal{F}^{-1} \tilde{\Pi}_{0} \mathcal{F}, \quad \tilde{\Pi}_{0} \tilde{\mathbf{A}}(\mathbf{k})=\tilde{\mathbf{A}}(\mathbf{k})-\frac{\mathbf{k} \cdot \tilde{\mathbf{A}}(\mathbf{k})}{(\mathbf{k}, \mathbf{k})} \mathbf{k} \tag{3.16}
\end{equation*}
$$

and the curl operator takes the form

$$
\begin{equation*}
\nabla^{\times}=\mathcal{F}^{-1} \tilde{\nabla}^{\times} \mathcal{F}, \quad \tilde{\nabla}^{\times} \tilde{\mathbf{A}}(\mathbf{k})=i \mathbf{k} \times \tilde{\mathbf{A}}(\mathbf{k}) . \tag{3.17}
\end{equation*}
$$

Evidently,

$$
\begin{equation*}
\Pi_{0}^{2}=\Pi_{0}, \nabla^{\times} \Pi_{0}=\Pi_{0} \nabla^{\times}=\Pi_{0} \nabla^{\times} \Pi_{0}=\nabla^{\times} . \tag{3.18}
\end{equation*}
$$

Since $\left|\tilde{\Pi}_{0} \tilde{\mathbf{A}}(\mathbf{k})\right| \leq|\tilde{\mathbf{A}}(\mathbf{k})|$ for every $\mathbf{k}$, the operator $\Pi_{0}$ has norm 1 in both norms (3.12) and (2.2) for every $s$,

$$
\begin{equation*}
\left\|\Pi_{0}\right\|_{\mathbf{H}^{s}, \mathbf{H}^{s}}=1 \tag{3.19}
\end{equation*}
$$

For any operator $K$ acting in $\mathbf{L}_{2}$ we introduce an operator $\stackrel{\circ}{K}=\Pi_{0} K \Pi_{0}$ that acts in $\stackrel{\circ}{\mathbf{L}}_{2} \subset \mathbf{L}_{2}$, in particular,

$$
\begin{equation*}
\stackrel{\circ}{\boldsymbol{v}}=\Pi_{0} \eta \Pi_{0} \mathbf{v}=\Pi_{0} \eta \mathbf{v}, \quad \mathbf{v} \in \stackrel{\circ}{\mathbf{L}}_{2} . \tag{3.20}
\end{equation*}
$$

Notice that (3.16)-(3.20) imply

$$
\begin{equation*}
\Pi_{0} K \Pi_{0}=\stackrel{\circ}{K} \Pi_{0}, \stackrel{\circ}{\nabla}^{\times} \Pi_{0}=\nabla^{\times} \Pi_{0}=\nabla^{\times}, \stackrel{\circ}{\Delta} \Pi_{0}=\Delta \Pi_{0} . \tag{3.21}
\end{equation*}
$$

Notice that if the medium is homogeneous and isotropic, i.e. $\Xi=I_{6}$, then the Maxwell operator has constant coefficients and Maxwell equations can be solved explicitly in terms of the Fourier transform determined by (3.8). In this case ellipticity of the curl operator $\nabla^{\times}$on divergence free fields can be shown to be elementary using (3.17). According to the well-known property of the cross-product we have

$$
\begin{equation*}
\mathbf{k} \times(\mathbf{k} \times \tilde{\mathbf{A}}(\mathbf{k}))=-|\mathbf{k}|^{2} \tilde{\mathbf{A}}(\mathbf{k})+(\mathbf{k} \cdot \tilde{\mathbf{A}}(\mathbf{k})) \mathbf{k} \tag{3.22}
\end{equation*}
$$

and, hence,

$$
\begin{aligned}
\left|\tilde{\nabla}^{\times} \tilde{\mathbf{A}}(\mathbf{k})\right|^{2} & =(\mathbf{k} \times \tilde{\mathbf{A}}(\mathbf{k})) \cdot(\mathbf{k} \times \overline{\tilde{\mathbf{A}}}(\mathbf{k})) \\
& =-(\mathbf{k} \times(\mathbf{k} \times \tilde{\mathbf{A}}(\mathbf{k}))) \cdot \overline{\tilde{\mathbf{A}}}(\mathbf{k})=|\tilde{\mathbf{A}}(\mathbf{k})|^{2} \cdot|\mathbf{k}|^{2}-|(\mathbf{k} \cdot \tilde{\mathbf{A}}(\mathbf{k}))|^{2} .
\end{aligned}
$$

Since $\mathbf{k} \cdot \tilde{\mathbf{A}}(\mathbf{k})=0$ for $\mathbf{A} \in \stackrel{\circ}{\mathbf{L}}_{2}$, the Sobolev norm in (3.12) coincides on $\stackrel{\circ}{\mathbf{L}}_{2} \times \stackrel{\circ}{\mathbf{L}}_{2}$ with the norm defined in terms of the curl operator $\nabla^{\times \times}$:

$$
\begin{align*}
\|\mathbf{U}\|_{s, F}^{2} & =\left\|\left(\nabla^{\times \times}\right)^{s} \mathbf{U}\right\|_{\mathbf{L}_{2}}^{2}+\|\mathbf{U}\|_{\mathbf{L}_{2}}^{2}  \tag{3.23}\\
& =(2 \pi)^{3 / 2} \int\left[\left|\left(\tilde{\nabla}^{\times \times}\right)^{s} \mathcal{F}(\mathbf{U})(\mathbf{k})\right|^{2}+|\mathcal{F}(\mathbf{U})(\mathbf{k})|^{2}\right] d \mathbf{k},
\end{align*}
$$

and by (3.13) this norm is equivalent to the norm in (3.12), i.e. there exists a finite positive constant $c_{H}$ such that

$$
\begin{equation*}
c_{H}^{-1}\|\mathbf{U}\|_{\mathbf{H}^{s}}^{2} \leq\left\|\left(\nabla^{\times \times}\right)^{s} \mathbf{U}\right\|_{\mathbf{L}_{2}}^{2}+\|\mathbf{U}\|_{\mathbf{L}_{2}}^{2} \leq c_{H}\|\mathbf{U}\|_{\mathbf{H}^{s}}^{2} . \tag{3.24}
\end{equation*}
$$

An analogous property for the case of variable coefficients is given in the next subsection (see (3.41), (3.42)).
3.2. Maxwell operator with variable coefficients. When coefficients of the matrix $\eta$ are variable we consider the linear Maxwell operator $\mathbf{M}$ :

$$
\begin{equation*}
\stackrel{\circ}{\mathbf{M}} \text { is the restriction of } \mathbf{M}=\nabla^{\times \times} \Xi \text { to } \stackrel{\circ}{\mathbf{L}}_{2} \times \stackrel{\circ}{\mathbf{L}}_{2}, \mathbf{M}=\nabla^{\times \times} \stackrel{\circ}{\Xi} \tag{3.25}
\end{equation*}
$$

with $\nabla^{\times \times}$and $\Xi=\Xi(\mathbf{r})$ defined in (3.5). The operator ${ }_{\mathbf{M}}^{\circ}$ is self-adjoint in $\mathbf{H}_{M}$, namely the following well-known lemma holds (for the proof see [9, 17]).

Lemma 3.1. Assume that: (i) $\boldsymbol{\eta}(\mathbf{r})$ is a $3 \times 3$ Hermitian matrix that satisfies (3.2); (ii) $\boldsymbol{\eta}(\mathbf{r})$ has bounded measurable coefficients (in particular, it is sufficient that $\boldsymbol{\eta}(\cdot) \in$ $C^{0}\left(\mathbb{R}^{3}\right)$ ). Then the operator $\dot{\mathbf{M}}$ is self-adjoint in the space $\stackrel{\circ}{\mathbf{H}}_{M}$ with the scalar product defined by (2.11), the domain of $\mathbf{M}$ is $\stackrel{\mathbf{H}}{ }^{1} \times \stackrel{\circ}{\mathbf{H}}^{1}, \stackrel{\circ}{\mathbf{H}}^{1}$ being defined by (3.15).

The following lemma plays an important role in our analysis of the nonlinear Maxwell equations, in particular it is used to estimate the norms of $\stackrel{\circ}{ }$ and $\stackrel{\eta}{\eta}^{-1}$ that are included in the nonlinearity according to (7.35).

Lemma 3.2. Let $s \geq 0$ be an integer, and $\boldsymbol{\eta}(\mathbf{r}) \in C^{s}$ be a $3 \times 3$ Hermitian matrix satisfying (3.2). Then there exist positive constants $c_{ \pm}=c_{ \pm}(s)$ such that

$$
\begin{equation*}
c_{-}\|\mathbf{v}\|_{\mathbf{H}^{s}} \leq\|\dot{\eta} \mathbf{v}\|_{\mathbf{H}^{s}} \leq c_{+}\|\mathbf{v}\|_{\mathbf{H}^{s}}, \quad \mathbf{v} \in \mathbf{H}^{s} . \tag{3.26}
\end{equation*}
$$

The operator $\dot{\eta}$ in $\dot{\mathbf{H}}^{s}$ has a bounded inverse $\dot{\eta}^{-1},\left\|\dot{\eta}^{-1}\right\| \leq c_{-}^{-1}$. In addition to that, there exist positive constants $c_{ \pm}^{\prime}$ such that

$$
\begin{equation*}
c_{-}^{\prime}\|\mathbf{v}\|_{\mathbf{H}^{s}} \leq\left\|\left(\dot{\nabla}^{\times}\right)^{s} \stackrel{\eta}{\eta} \mathbf{v}\right\|_{\dot{\mathbf{L}}_{2}}^{2}+\|\grave{\eta} \mathbf{v}\|_{\mathbf{L}_{2}}^{2} \leq c_{+}^{\prime}\|\mathbf{v}\|_{\mathbf{H}^{s}} . \tag{3.27}
\end{equation*}
$$

Proof. Let us show first that the statement of Lemma 3.2 holds for $s=0$, namely

$$
\begin{equation*}
\varepsilon_{+}^{-1}\|\mathbf{v}\|_{\mathbf{L}_{2}} \leq\|\dot{\boldsymbol{\eta}} \mathbf{v}\|_{\mathbf{L}_{2}} \leq \varepsilon_{-}^{-1}\|\mathbf{v}\|_{\mathbf{L}_{2}}, \quad \mathbf{v} \in \stackrel{\circ}{\mathbf{L}}_{2} . \tag{3.28}
\end{equation*}
$$

It follows from (3.2) and (3.20) that $\boldsymbol{\eta}$ satisfies for $\mathbf{v} \in \dot{\mathbf{L}}_{2}$ the inequality

$$
\begin{aligned}
(\mathbf{v}, \mathbf{v})_{\mathbf{L}_{2}} & =\left(\Pi_{0} \mathbf{v}, \Pi_{0} \mathbf{v}\right)_{\mathbf{L}_{2}} \\
& \leq \varepsilon_{+}\left(\Pi_{0} \mathbf{v}, \eta \Pi_{0} \mathbf{v}\right)_{\mathbf{L}_{2}}=\varepsilon_{+}\left(\mathbf{v}, \Pi_{0} \eta \Pi_{0} \mathbf{v}\right)_{\mathbf{L}_{2}}=\varepsilon_{+}(\mathbf{v}, \dot{\eta} \mathbf{v})_{{\stackrel{L}{L_{2}}}^{2}}
\end{aligned}
$$

Note that $\grave{\eta}$ is a bounded self-adjoint positive operator in $\dot{\mathbf{L}}_{2}$ and there exists the square root $\sqrt{\eta}$ which is a bounded positive self-adjoint operator too. Taking $\mathbf{v}=\sqrt{\eta} \mathbf{u}$ we get for any $\mathbf{u} \in \stackrel{\circ}{\mathbf{L}}_{2}$ the inequality
therefore for any $\mathbf{v} \in \stackrel{\circ}{\mathbf{L}}_{2}$,

$$
\begin{equation*}
\|\grave{\eta} \mathbf{v}\|_{\mathbf{L}_{2}}^{2}=(\grave{\eta} \mathbf{v}, \check{\eta} \mathbf{v})_{\stackrel{\mathbf{L}}{2}^{2}} \geq \varepsilon_{+}^{-2}(\mathbf{v}, \mathbf{v})_{\mathbf{L}_{2}} . \tag{3.30}
\end{equation*}
$$

We also derive from (3.2) that $(\boldsymbol{\eta} \mathbf{v}, \boldsymbol{\eta} \mathbf{v})_{\mathbf{L}_{2}} \leq \varepsilon_{-}^{-2}(\mathbf{v}, \mathbf{v})_{\stackrel{\mathbf{L}}{2}^{2}}$ and obtain (3.28).

Let us consider now $\partial^{\alpha}(\dot{\eta} \mathbf{v})$ for a multiindex $\alpha$ such that $|\alpha| \leq s$. According to (3.9), (3.16) operators $\partial^{\alpha}$ commute with $\Pi_{0}$ and we have

$$
\begin{equation*}
\partial^{\alpha}(\stackrel{\eta}{\mathbf{\eta}})-\grave{\eta} \partial^{\alpha} \mathbf{v}=\Pi_{0}\left[\partial^{\alpha}(\boldsymbol{\eta} \mathbf{v})-\boldsymbol{\eta} \partial^{\alpha} \mathbf{v}\right], \text { for } \mathbf{v} \in \dot{\mathbf{H}}^{s} \tag{3.31}
\end{equation*}
$$

The relations (3.19) and (3.31) evidently imply the inequality

$$
\begin{equation*}
\left\|\partial^{\alpha}(\dot{\eta} \mathbf{v})-\check{\boldsymbol{\eta}} \partial^{\alpha} \mathbf{v}\right\|_{\dot{\mathbf{L}}_{2}} \leq\left\|\partial^{\alpha}(\boldsymbol{\eta} \mathbf{v})-\boldsymbol{\eta} \partial^{\alpha} \mathbf{v}\right\|_{\mathbf{L}_{2}} . \tag{3.32}
\end{equation*}
$$

It follows from the Leibnitz formula applied to $\partial^{\alpha}(\boldsymbol{\eta} \mathbf{v})$ that the difference $\partial^{\alpha}(\boldsymbol{\eta} \mathbf{v})-\boldsymbol{\eta} \partial^{\alpha} \mathbf{v}$ will involve only the partial derivatives of $\mathbf{v}$ and $\eta$ of respective order not exceeding $s-1$ and $s$. Combining this observation with (7.8) and the interpolation inequalities (3.64) we get the estimate

$$
\begin{equation*}
\left\|\partial^{\alpha}(\boldsymbol{\eta} \mathbf{v})-\boldsymbol{\eta} \partial^{\alpha} \mathbf{v}\right\|_{\mathbf{L}_{2}} \leq\|\boldsymbol{\eta}\|_{C^{s}}\left(\varepsilon\|\mathbf{v}\|_{\mathbf{H}^{s}}+C_{s, \varepsilon}\|\mathbf{v}\|_{\mathbf{L}_{2}}\right) \tag{3.33}
\end{equation*}
$$

which holds for any $0<\varepsilon<1$ with a constant $C_{s, \varepsilon}$ depending only on indicated parameters. For $\mathbf{v} \in \mathbf{H}^{s}$ evidently $\|\mathbf{v}\|_{\mathbf{H}^{s}}=\|\mathbf{v}\|_{\mathbf{H}^{s}}$ and, hence, (3.33) implies

$$
\begin{equation*}
\left\|\partial^{\alpha}(\boldsymbol{\eta} \mathbf{v})-\boldsymbol{\eta} \partial^{\alpha} \mathbf{v}\right\|_{\mathbf{L}_{2}} \leq\|\boldsymbol{\eta}\|_{C^{s}}\left(\varepsilon\|\mathbf{v}\|_{\mathbf{H}^{s}}+C_{s, \varepsilon}\|\mathbf{v}\|_{\boldsymbol{L}_{2}}\right), 0<\varepsilon<1, \mathbf{v} \in \mathbf{H}^{s} \tag{3.34}
\end{equation*}
$$

Considering now $\grave{\boldsymbol{\eta}} \partial^{\alpha} \mathbf{v}$ we notice that (3.28) implies

$$
\begin{equation*}
\varepsilon_{+}^{-1}\left\|\partial^{\alpha} \mathbf{v}\right\|_{\stackrel{L}{\mathbf{L}}_{2}} \leq\left\|\grave{\eta} \partial^{\alpha} \mathbf{v}\right\|_{\grave{L}_{2}} \leq \varepsilon_{-}^{-1}\left\|\partial^{\alpha} \mathbf{v}\right\|_{\mathbf{L}_{2}}, \tag{3.35}
\end{equation*}
$$

and, consequently,

$$
\begin{equation*}
\varepsilon_{+}^{-2} \sum_{|\alpha| \leq s}\left\|\partial^{\alpha} \mathbf{v}\right\|_{\mathbf{L}_{2}}^{2} \leq \sum_{|\alpha| \leq s}\left\|\dot{\boldsymbol{\eta}} \partial^{\alpha} \mathbf{v}\right\|_{\dot{\mathbf{L}}_{2}}^{2} \leq \varepsilon_{-}^{-2} \sum_{|\alpha| \leq s}\left\|\partial^{\alpha} \mathbf{v}\right\|_{\mathbf{L}_{2}}^{2} . \tag{3.36}
\end{equation*}
$$

Combining (3.32), (3.33) and (3.36) we obtain

$$
\begin{equation*}
c_{-}\|\mathbf{v}\|_{\mathbf{H}^{s}} \leq\|\mathbf{v}\|_{\mathbf{L}_{2}}+\sum_{|\alpha|=s}\left\|\partial^{\alpha}(\grave{\eta} \mathbf{v})\right\|_{\mathbf{L}_{2}} \leq c_{+}\|\mathbf{v}\|_{\mathbf{H}^{s}} \tag{3.37}
\end{equation*}
$$

with constants $c_{ \pm}$depending only on $s, \varepsilon_{ \pm}^{-1}$ and $\|\boldsymbol{\eta}\|_{C^{s}}$. The last inequalities readily imply the inequalities (3.26). By (3.30) the null-space of $\grave{\eta}$ is trivial and ${ }_{\eta}{ }^{-1}$ is bounded on the image of $\boldsymbol{\eta}$; since $\boldsymbol{\eta}$ is self-adjoint in $\mathbf{L}_{2}$ (3.30) implies that the image of $\boldsymbol{\eta}$ coincides with $\stackrel{\circ}{\mathbf{L}}_{2}$ and $\stackrel{\eta}{ }^{-1}$ is a bounded operator defined on $\stackrel{\circ}{\mathbf{L}}_{2}$. Boundedness of $\stackrel{\eta}{\eta}^{-1}$ in $\mathbf{H}^{s}$ follows from (3.26). To deduce (3.27) from (3.26) we apply (3.24).

Let $\Pi_{0}^{(2)}$ be the orthogonal projector from $\mathbf{L}_{2}^{2}$ onto $\mathbf{L}_{2}^{2}$, i.e.

$$
\Pi_{0}^{(2)}\left[\begin{array}{l}
\mathbf{D}  \tag{3.38}\\
\mathbf{B}
\end{array}\right]=\left[\begin{array}{l}
\Pi_{0} \mathbf{D} \\
\Pi_{0} \mathbf{B}
\end{array}\right]
$$

Lemma 3.3. Let $s \geq 0$ be an integer, $\Xi(\mathbf{r}) \in C^{s}$ be a $6 \times 6$ Hermitian matrix satisfying the condition

$$
\begin{equation*}
\xi_{-} I_{6} \leq \Xi(\mathbf{r}) \leq \xi_{+} I_{6} \quad \text { where } \xi_{+} \geq \xi_{-}>0, \mathbf{r} \in \mathbb{R}^{3} \tag{3.39}
\end{equation*}
$$

Then $\stackrel{\circ}{\Xi}=\Pi_{0}^{(2)} \Xi \check{\Pi}_{0}^{(2)}$ satisfies on $\stackrel{\circ}{\mathbf{L}}_{2}^{2}$ the following inequality analogous to (3.26):

$$
\begin{equation*}
c_{-}\|\mathbf{V}\|_{\mathbf{H}^{s} \times \dot{\mathbf{H}}^{s}} \leq\|\stackrel{\circ}{\Xi} \mathbf{V}\|_{\dot{H}^{s} \times \dot{H}^{s}} \leq c_{+}\|\mathbf{V}\|_{\mathbf{H}^{s} \times \dot{\mathbf{H}}^{s}}, \mathbf{V} \in \stackrel{\circ}{\mathbf{H}}^{s} \times \dot{\mathbf{H}}^{s}, \tag{3.40}
\end{equation*}
$$

and

$$
\begin{equation*}
c_{-}^{\prime}\|\mathbf{V}\|_{\mathbf{H}^{s} \times \mathbf{H}^{s}} \leq\left\|\left(\dot{\nabla}^{\times \times}\right)^{s} \stackrel{\circ}{\Xi} \mathbf{V}\right\|_{\dot{\mathbf{L}}_{2}^{2}}^{2}+\|\mathbf{V}\|_{\dot{\mathbf{L}}_{2}^{2}}^{2} \leq c_{+}^{\prime}\|\mathbf{V}\|_{\mathbf{H}^{s} \times \mathbf{H}^{s}} \tag{3.41}
\end{equation*}
$$


The proof of Lemma 3.3 is analogous to the proof of Lemma 3.2.
The following statement on the equivalence of the Hilbert spaces $\dot{\mathbf{H}}_{M}^{s}$ and $\stackrel{\mathbf{H}}{ }_{s} \times \mathbf{H}^{s}$ generalizes (3.24).

Lemma 3.4. Suppose that $\eta(\mathbf{r})$ satisfies all the conditions of Lemma 3.2 and the operator $\mathbf{M}$ is defined by (3.25). Then for any integer $s \geq 1$ there exist positive constants $c_{ \pm}$such that

$$
\begin{equation*}
c_{-}\|\mathbf{V}\|_{\mathbf{H}^{s} \times \mathbf{H}^{s}} \leq\|\mathbf{V}\|_{\dot{\mathbf{H}}_{M}^{s}} \leq c_{+}\|\mathbf{V}\|_{\mathbf{H}^{s} \times \mathbf{H}^{s}}, \mathbf{V} \in \stackrel{\circ}{\mathbf{H}}^{s} \times \stackrel{\circ}{\mathbf{H}}^{s} \tag{3.42}
\end{equation*}
$$

The proof of Lemma 3.4 together with some auxiliary statements are subjects of the next subsection.
3.3. Abstract Sobolev spaces and the spaces equivalence. Notice that for integer values of $s \geq 0$ the spaces $\dot{\mathbf{H}}^{s}$ and $\dot{\mathbf{H}}^{s} \times \stackrel{\circ}{\mathbf{H}}^{s}$ are generated respectively by the linear self-adjoint operators $\left[\stackrel{\circ}{\nabla}^{\times}\right]^{s}$ in $\stackrel{\circ}{\mathbf{L}}_{2}$ and $\left[i \dot{\nabla}^{\times \times}\right]^{s}$ in $\stackrel{\circ}{\mathbf{L}}_{2}^{2}$. Indeed, it follows elementarily from the relations (3.8)-(3.18) that

$$
\left[i \stackrel{\circ}{\nabla}^{\times \times}\right]^{*} i \dot{\nabla}^{\times \times}=\left[i \dot{\nabla}^{\times \times}\right]^{2}=\left[\begin{array}{cc}
-\Delta \Pi_{0} & \mathbf{0}  \tag{3.43}\\
\mathbf{0} & -\Delta \Pi_{0}
\end{array}\right]
$$

where $\Delta$ is the Laplace operator. From (3.24) we obtain that

$$
\begin{equation*}
c_{H}^{-1}\|\mathbf{V}\|_{\mathbf{H}^{s} \times \mathbf{H}^{s}}^{2} \leq\left\|\left(\dot{\nabla}^{\times \times}\right)^{s} \mathbf{V}\right\|_{\dot{\mathbf{L}}_{2}^{2}}^{2}+\|\mathbf{V}\|_{\mathbf{L}_{2}^{2}}^{2} \leq c_{H}\|\mathbf{V}\|_{\mathbf{H}^{s} \times \mathbf{H}^{s}}^{2} . \tag{3.44}
\end{equation*}
$$

To relate the Hilbert spaces $\mathbf{H}_{M}^{s}$ and $\mathbf{H}^{s} \times \mathbf{H}^{s}$ when $\boldsymbol{\eta}(\mathbf{r})$ is not constant we use the concept of abstract Sobolev spaces generated by powers of linear operators, [49], Chapter 19.26. Namely, for a self-adjoint operator $B$ in a Hilbert space $\mathcal{H}$ we consider its power $B^{s}, s \geq 1$ and equip its domain $\mathcal{D}\left(B^{s}\right)=\mathcal{H}_{B^{s}}$ with the graph norm and scalar product

$$
\begin{equation*}
\|u\|_{\mathcal{H}_{B^{s}}}=\sqrt{\left\|B^{s} u\right\|^{2}+\|u\|^{2}},(u, v)_{\mathcal{H}_{B^{s}}}=(B u, B v)+(u, v) . \tag{3.45}
\end{equation*}
$$

We recall that for a linear operator $B$ its graph $G(B)$ is defined as the set of all pairs $\{u, B u\}$ when $u$ runs the domain $\mathcal{D}(B)$ of the operator $B$.

In view of (3.24) the norm equivalencies (3.24), (3.44) can be recast as

It is also evident, in view of (3.7) and (2.11), that

$$
\begin{equation*}
\stackrel{\circ}{\mathbf{H}}_{M}^{s}=\left[\stackrel{\circ}{\mathbf{L}}_{2}^{2}\right]_{\dot{\mathbf{M}}^{s}} \tag{3.47}
\end{equation*}
$$

Hence, to show the equality of $\dot{\mathbf{H}}^{s} \times \stackrel{\circ}{\mathbf{H}}^{s}$ to $\dot{\mathbf{H}}_{M}^{s}$, which is the statement of Lemma 3.4, it is sufficient to verify that

$$
\begin{equation*}
\left[\stackrel{\circ}{\mathbf{L}}_{2}^{2}\right]_{\dot{\mathbf{M}}^{\mathrm{s}}}=\left[\stackrel{\circ}{\mathbf{L}}_{2}^{2}\right]_{\dot{\mathbf{M}}^{s}} . \tag{3.48}
\end{equation*}
$$

The following abstract results are developed to establish (3.48).
Let us recall the basic concepts related to closed operators. For any linear operator $B$ we consider, its domain $\mathcal{D}(B)$ is assumed to be dense in the Hilbert space $\mathcal{H}$ with the norm $\left\|\left\|_{\mathcal{H}}=\right\|\right\|$. A linear operator $B$ is called closable, [28], Sect. III. 5.3, if and only if

$$
\begin{equation*}
u_{n} \in \mathcal{D}(B), u_{n} \rightarrow 0 \text { and } B u_{n} \rightarrow v \text { imply } v=0 . \tag{3.49}
\end{equation*}
$$

The closure $\bar{B}$ of a closable operator $B$ has the graph $G(\bar{B})$ which is defined as the closure $\overline{G(B)}$ of the graph $G(B)$. For a closed operator $B$ a set $\mathcal{D}$ is called its core if the closure of the restriction $B$ on $\mathcal{D}$ is the operator $B$ itself.

To deal with powers, products and sums of unbounded operators we introduce the following definitions.

Definition 3.5. Let $B_{1}, B_{2}, \ldots, B_{n}$ be linear densely defined operators acting in $\mathcal{H}$. We define the product $B=B_{1} B_{2} \cdots B_{n}$ as a linear operator $B$ acting naturally as

$$
\begin{equation*}
B u=B_{1}\left(B_{2}\left(\ldots\left(B_{n} u\right)\right)\right) \text { for } u \in \mathcal{D}(B), \tag{3.50}
\end{equation*}
$$

where its domain $\mathcal{D}(B)$ is defined as the set of $u$ such that

$$
\begin{equation*}
u \in \mathcal{D}\left(B_{n}\right), B_{n} u \in \mathcal{D}\left(B_{n-1}\right), \ldots, B_{2}\left(\ldots\left(B_{n} u\right)\right) u \in \mathcal{D}\left(B_{1}\right) . \tag{3.51}
\end{equation*}
$$

If the domain $\mathcal{D}(B)$ is dense in $\mathcal{H}$ we call the product $B$ densely defined.
Definition 3.6. Let $B_{1}, B_{2}, \ldots, B_{n}$ be densely defined linear operators. Then the sum $B=B_{1}+\cdots+B_{n}$ acts naturally as

$$
\begin{equation*}
B u=B_{1} u+\cdots+B_{n} u, \tag{3.52}
\end{equation*}
$$

where the domain $\mathcal{D}(B)=\mathcal{D}\left(B_{1}\right) \cap \cdots \cap \mathcal{D}\left(B_{n}\right)$. If the domain $\mathcal{D}(B)$ is dense in $\mathcal{H}$ we call the sum $B$ densely defined.

Clearly the most important parts of the above definitions are the domains of the product and the sum, since the operators of interest are unbounded. One can easily verify that the above definitions are consistent and correct in the sense that the domains of the product and the sum are independent of how we group operators when forming the product and the sum. In particular, $\mathcal{D}\left(B_{1}\left(B_{2} B_{3}\right)\right)=\mathcal{D}\left(\left(B_{1} B_{2}\right) B_{3}\right)$ with a similar equality holding for the sum.

To establish the identity of Hilbert spaces $\mathcal{H}_{B}$ generated by different operators $B$ we introduce the following definition.
Definition 3.7. We call two linear closed operators $B_{1}$ and $B_{2}$ equivalent and write $B_{1} \sim B_{2}$ if $\mathcal{D}\left(B_{1}\right)=\mathcal{D}\left(B_{2}\right)$ and there exist positive constants $\gamma_{-}, \gamma_{+} 0<\gamma_{-} \leq \gamma_{+}$, such that for any $u \in \mathcal{D}\left(B_{2}\right)$,

$$
\begin{equation*}
\gamma_{-}\left(\left\|B_{2} u\right\|^{2}+\|u\|^{2}\right) \leq\left\|B_{1} u\right\|^{2}+\|u\|^{2} \leq \gamma_{+}\left(\left\|B_{2} u\right\|^{2}+\|u\|^{2}\right) . \tag{3.53}
\end{equation*}
$$

If $B_{1}$ and $B_{2}$ are linear operators defined on a dense domain $\mathcal{D}$, at least one of $B_{1}, B_{2}$ is closable, and the inequalities (3.53) hold for any $u \in \mathcal{D}$, then we write $B_{1} \sim B_{2}$ on $\mathcal{D}$.

The following statement is useful for the verification of the equivalency of a two linear operators.
Lemma 3.8. Let $B_{1}$ and $B_{2}$ be densely defined linear operators, and, in addition, $B_{2}$ be closable. Suppose that a set $\mathcal{D} \subseteq \mathcal{D}\left(B_{1}\right) \cap \mathcal{D}\left(B_{2}\right)$ is a core of $\bar{B}_{2}$. Suppose also that there exist positive numbers $\alpha_{ \pm}$and $\beta_{ \pm}$such that for any $u \in \mathcal{D}$,

$$
\begin{equation*}
\alpha_{-}\left\|B_{2} u\right\|^{2}-\beta_{-}\|u\|^{2} \leq\left\|B_{1} u\right\|^{2} \leq \alpha_{+}\left\|B_{2} u\right\|^{2}+\beta_{+}\|u\|^{2} . \tag{3.54}
\end{equation*}
$$

Then the following statements hold:
(i) the inequalities (3.53) and (3.54) are equivalent, and (3.54) implies (3.53) with $\gamma_{+}=\max \left\{\alpha_{+}, 1+\beta_{+}\right\}$and $\gamma_{-}=\min \left\{\alpha_{-}, \beta-\beta_{-}\right\} / \beta$, where $\beta=\beta_{+}+\beta_{-}+1$;
(ii) $B_{1}$ is closable, $B_{1} \sim B_{2}$ on $\mathcal{D}$, and $\bar{B}_{1} \sim \bar{B}_{2}$ including, in particular, $\mathcal{D}\left(\bar{B}_{1}\right)=$ $\mathcal{D}\left(\bar{B}_{2}\right)$;
(iii) if we replace in the inequalities (3.53) and (3.54) $B_{1}$ and $B_{2}$ respectively with $\bar{B}_{1}$ and $\bar{B}_{2}$ these inequalities will hold for any $u \in \mathcal{D}\left(\bar{B}_{1}\right)$;
(iv) if $B_{1} \sim B_{2}$ on $\mathcal{D}$ then both operators are closable and $\bar{B}_{1} \sim \bar{B}_{2}$;
(v) the relation $B_{1} \sim B_{2}$ between closed operators is an equivalency relation.

Proof. We begin with the statement (i). Indeed, (3.53) evidently implies (3.54). To show the opposite implication we set $\beta=\beta_{+}+\beta_{-}+1$ and, using the right-hand side of the inequality (3.54), obtain

$$
\begin{equation*}
\left\|B_{1} u\right\|^{2}+\|u\|^{2} \leq\left\|B_{2} u\right\|^{2}+\left(1+\beta_{+}\right)\|u\|^{2} \leq \gamma_{+}\left(\left\|B_{2} u\right\|^{2}+\|u\|^{2}\right), \tag{3.55}
\end{equation*}
$$

where $\gamma_{+}=\max \left\{\alpha_{+}, 1+\beta_{+}\right\}$. Then using the left-hand side of the inequality (3.54) we get

$$
\begin{equation*}
\beta\left(\left\|B_{1} u\right\|^{2}+\|u\|^{2}\right) \geq\left\|B_{1} u\right\|^{2}+\beta\|u\|^{2} \geq \alpha_{-}\left\|B_{2} u\right\|^{2}+\left(\beta-\beta_{-}\right)\|u\|^{2} \tag{3.56}
\end{equation*}
$$

implying, in turn,

$$
\begin{equation*}
\left\|B_{1} u\right\|^{2}+\beta\|u\|^{2} \geq \gamma_{-}\left(\left\|B_{2} u\right\|^{2}+\|u\|^{2}\right) \tag{3.57}
\end{equation*}
$$

where $\gamma_{-}=\min \left\{\alpha_{-}, \beta-\beta_{-}\right\} / \beta$. This completes the proof of (i) and we may assume from now on that (3.53) holds.

Let us consider the graphs $G\left(\left.B_{1}\right|_{\mathcal{D}}\right)$ and $G\left(\left.B_{2}\right|_{\mathcal{D}}\right)$ of the corresponding restrictions of the operators $B_{1}$ and $B_{2}$ to the set $\mathcal{D}$. The inequalities (3.53) imply that for any sequence $u_{n} \in \mathcal{D}$ we have

$$
\begin{equation*}
\left\|u_{n}-u\right\|_{\mathcal{H}_{B_{1}}} \rightarrow 0 \text { if and only if }\left\|u_{n}-u\right\|_{\mathcal{H}_{B_{2}}} \rightarrow 0 \tag{3.58}
\end{equation*}
$$

and, in addition to that,

$$
\begin{gather*}
\gamma_{-}\left(\left\|v_{2}\right\|^{2}+\|u\|^{2}\right) \leq\left\|v_{1}\right\|^{2}+\|u\|^{2} \leq \gamma_{+}\left(\left\|v_{2}\right\|^{2}+\|u\|^{2}\right),  \tag{3.59}\\
\text { where } v_{1}=\lim _{n \rightarrow \infty} B_{1} u_{n}, v_{2}=\lim _{n \rightarrow \infty} B_{2} u_{n} .
\end{gather*}
$$

Notice now that since $B_{2}$ is closed, then if $u=0$ then, $v_{2}=0$ and, in view of (3.59), we may conclude that $v_{1}=0$, implying that $B_{1}$ is closable and $G\left(\bar{B}_{1}\right)=\overline{G\left(\left.B_{1}\right|_{\mathcal{D}}\right)}$. Since, according to the lemma conditions, $\mathcal{D}$ is a core of $B_{2}$ we also have $G\left(B_{2}\right)=\overline{G\left(\left.B_{2}\right|_{\mathcal{D}}\right)}$. Observe now that (3.58) implies: $\mathcal{D}\left(\bar{B}_{1}\right)=\mathcal{D}\left(\bar{B}_{2}\right)$; the inequalities (3.54) hold for any $u \in \mathcal{D}\left(\bar{B}_{2}\right)$. Hence, in accordance with Definition 3.7, we have $B_{1} \sim B_{2}$ on $\mathcal{D}$, $\bar{B}_{1} \sim \bar{B}_{2}$ and (ii) and (iii) are proven.

The proof of (iv) is based on the same arguments as the proofs of the statements (i)-(iii). The statement (v) follows from (i)-(iv) completing the lemma's proof.

Definition 3.9. Suppose that $B$ and $C$ are closed and densely defined operators. We say that $C$ is subordinated to $B$, and write $C \prec B$, if $\mathcal{D}(B) \subseteq \mathcal{D}(C)$ and for every positive $\varepsilon<1$ there exist a positive $\beta_{\varepsilon}$ such that for any $u \in \mathcal{D}(B)$,

$$
\begin{equation*}
\|C u\|^{2} \leq \varepsilon\|B u\|^{2}+\beta_{\varepsilon}\|u\|^{2} . \tag{3.60}
\end{equation*}
$$

If $C$ and $B$ are linear operators defined on a dense domain $\mathcal{D}$ and the inequalities (3.60) hold for every positive $\varepsilon<1$ and every $u \in \mathcal{D}$, then we write $C \prec B$ on $\mathcal{D}$.

To verify the subordination of two operators we will be using the following statement.
Lemma 3.10. Suppose that $B$ and $C$ are closable operators defined on a dense set $\mathcal{D}$ and that the inequalities (3.60) hold for every positive $\varepsilon<1$ and every $u \in \mathcal{D}$. Then $\bar{C} \prec \bar{B}$.

Proof. The proof follows immediately from Definition 3.9 and closability of $B$ and $C$ on $\mathcal{D}$.

Now we prove a few technical statements.
Lemma 3.11. Suppose that operators $B$ and $C$ are closable on a dense set $\mathcal{D}$, and that $C \prec B$ on $\mathcal{D}$. Then $B+C$ is also closable on $\mathcal{D}$ and $B+C \sim B$ on $\mathcal{D}$.

Proof. The condition $C \prec B$ on $\mathcal{D}$ implies for any $u \in \mathcal{D}$,

$$
\begin{equation*}
\|C u\|^{2} \leq \varepsilon\|B u\|^{2}+\beta_{\varepsilon}\|u\|^{2} . \tag{3.61}
\end{equation*}
$$

Observe now that for any two vectors $v, w \in \mathcal{H}$ the following elementary inequalities hold:

$$
\begin{equation*}
\frac{3}{4}\|v\|^{2}-4\|w\|^{2} \leq\|v\|^{2}-2\|v\|\|w\| \leq\|v+w\|^{2} \leq 2\|v\|^{2}+2\|w\|^{2} . \tag{3.62}
\end{equation*}
$$

Combing (3.61) with (3.62) we get

$$
\begin{equation*}
\left(\frac{3}{4}-4 \varepsilon\right)\|B u\|^{2}-4 \beta_{\varepsilon}\|u\|^{2} \leq\|B u+C u\|^{2} \leq(2+\varepsilon)\|B u\|^{2}+\beta_{\varepsilon}\|u\|^{2}, \tag{3.63}
\end{equation*}
$$

which together with Lemma 3.8 (i), (ii) imply that $B+C$ is closable on $\mathcal{D}$ and $B+C \sim B$ completing the proof.

Recall now the following interpolation inequalities relating the $L_{2}$-norms of the derivatives of different orders (see [15], Chapter IV, Sect. 7, Corollary 4 or [19], Sect. 7, Theorem 7.27): for every $\varepsilon>0$ there exists $C_{s}(\varepsilon, d)$ such that for $0 \leq s^{\prime}<s$,

$$
\begin{equation*}
\|u\|_{H^{s}} \leq \varepsilon\|u\|_{H^{s}}+C_{s}(\varepsilon, d)\|u\|_{H^{0}}, u \in H^{s}\left(\mathbb{R}^{d}\right) \tag{3.64}
\end{equation*}
$$

In our case of the fields and functions over the entire space $\mathbb{R}^{d}$ the inequality (3.64) can be readily verified using (3.12), (3.13) together with the following elementary inequality,

$$
\begin{equation*}
|\mathbf{k}|^{2 s^{\prime}} \leq \varepsilon^{2}|\mathbf{k}|^{2 s}+C_{s}^{2}(\varepsilon), \quad 0 \leq s^{\prime}<s \tag{3.65}
\end{equation*}
$$

which holds for an appropriately chosen constant $C_{S}(\varepsilon)$. Using in a similar way the inequality (3.65) together with the standard spectral decomposition in place of the Fourier transform, one shows the validity of the following natural generalization of (3.64).

Lemma 3.12. Let $B$ be a self-adjoint operator and $1 \leq s^{\prime}<s$. Then $\mathcal{D}\left(B^{s^{\prime}}\right) \supseteq \mathcal{D}\left(B^{s}\right)$ and for every positive $\varepsilon<1$ there exist a positive $\beta_{s, \varepsilon}$ such that

$$
\begin{equation*}
\|u\|_{\mathcal{H}_{B^{s^{\prime}}}^{2}}^{2} \leq \varepsilon\|u\|_{\mathcal{H}_{B^{s}}}^{2}+\beta_{s, \varepsilon}\|u\|_{\mathcal{H}}^{2}, u \in \mathcal{D}\left(B^{s}\right) \text { and } B^{s^{\prime}} \prec B^{s} . \tag{3.66}
\end{equation*}
$$

In addition to that, the restriction $\left.B^{s^{\prime}}\right|_{\mathcal{D}\left(B^{s}\right)}$ is closable on $\mathcal{D}\left(B^{s}\right)$, its closure is exactly $B^{s^{\prime}}$, and

$$
\begin{equation*}
B^{s^{\prime}} \prec B^{s^{\prime \prime}} \text { on } \mathcal{D}\left(B^{s}\right), 1 \leq s^{\prime} \leq s^{\prime \prime}<s . \tag{3.67}
\end{equation*}
$$

Theorem 3.13. Let $s \geq 1$ be an integer, $B$ be a self-adjoint operator and $\mathcal{D}=\mathcal{D}\left(B^{s}\right)$. Suppose that $A$ is a bounded operator such that $A \mathcal{D} \subset \mathcal{D}$, and that $B^{s^{\prime}} A \sim B^{s^{\prime}}$ on $\mathcal{D}$ for every $1 \leq s^{\prime} \leq s$. Suppose also that $1 \leq m \leq s$ and $s_{1}, s_{2}, \ldots, s_{m} \geq 1$ are integers such that $s_{1}+\cdots+s_{m}=s^{\prime} \leq s$. Then

$$
\begin{equation*}
\mathfrak{B}=\left(B^{s_{1}} A\right)\left(B^{s_{2}} A\right) \cdots\left(B^{s_{m}} A\right) \sim B^{s^{\prime}} \text { on } \mathcal{D} \tag{3.68}
\end{equation*}
$$

including the fact that $\mathcal{D}(\mathfrak{B}) \supset \mathcal{D}$. In particular,

$$
\begin{equation*}
(B A)^{s^{\prime}} \sim B^{s^{\prime}} \text { on } \mathcal{D} \text { for every } 1 \leq s^{\prime} \leq s \tag{3.69}
\end{equation*}
$$

Proof. We will refer to the numbers $m$ and $s^{\prime}$ in the representation (3.68) for the operator $\mathfrak{B}$ respectively as its $A$-rank $m$ and its power $s^{\prime}$.

Let us look first at the domains of our operators. Since $B$ is self-adjoint, we have

$$
\begin{equation*}
B^{s^{\prime}} \mathcal{D}=B^{s^{\prime}} \mathcal{D}\left(B^{s}\right)=\mathcal{D}\left(B^{s-s^{\prime}}\right) \text { for any } 1 \leq s^{\prime} \leq s \tag{3.70}
\end{equation*}
$$

Based on the given conditions $B^{s^{\prime}} A \sim B^{s^{\prime}}$ on $\mathcal{D}, A \mathcal{D} \subset \mathcal{D}$ and with the help of Lemma 3.8 (ii) we may conclude that

$$
\begin{equation*}
B^{s^{\prime}} A \mathcal{D} \subset B^{s^{\prime}} \mathcal{D}=\mathcal{D}\left(B^{s-s^{\prime}}\right) \text { for every } 1 \leq s^{\prime} \leq s \tag{3.71}
\end{equation*}
$$

The relation (3.71) readily implies that for every operator $\mathfrak{B}$ of the form (3.68) it is well defined on $\mathcal{D}$, i.e.

$$
\begin{equation*}
\mathcal{D}(\mathfrak{B})=\mathcal{D}\left(B^{s-s^{\prime}}\right) \supset \mathcal{D}\left(B^{s}\right)=\mathcal{D} . \tag{3.72}
\end{equation*}
$$

We prove the main statement by the induction with respect to the $A$-rank $m$. Observe first, that the conditions of the theorem evidently imply the validity of (3.68) for $m=1$. Suppose now that (3.68) holds for $1 \leq m<s^{\prime} \leq s$, i.e.

$$
\begin{equation*}
\mathfrak{B}_{1}=\left(B^{s_{1}} A\right)\left(B^{s_{2}} A\right) \cdots\left(B^{s_{m}} A\right) \sim B^{s^{\prime}} \text { on } \mathcal{D}, \text { where } s^{\prime}=s_{1}+\ldots+s_{m} \leq s \tag{3.73}
\end{equation*}
$$

and let us show that it is true then for $m+1$, i.e.

$$
\begin{align*}
\mathfrak{B}= & \left(B^{s_{1}} A\right) \mathfrak{B}_{1}=\left(B^{s_{1}} A\right)\left(B^{s_{2}} A\right) \cdots\left(B^{s_{m+1}} A\right) \sim B^{s^{\prime \prime}} \text { on } \mathcal{D},  \tag{3.74}\\
& \text { where } s^{\prime \prime}=s^{\prime}+s_{m+1}=s_{1}+\ldots+s_{m+1} \leq s .
\end{align*}
$$

Using Lemma 3.8 (i), (3.72) and the validity of (3.68) for $m=1$ we obtain for any $u \in \mathcal{D}$,

$$
\begin{align*}
& \alpha_{-}\left\|\mathfrak{B}_{1}^{\prime} u\right\|+\beta_{-}\left\|\mathfrak{B}_{1} u\right\| \leq\|\mathfrak{B} u\|=\left\|B^{s_{1}} A \mathfrak{B}_{1} u\right\| \\
& \quad \leq \alpha_{+}\left\|\mathfrak{B}_{1}^{\prime} u\right\|+\beta_{+}\left\|\mathfrak{B}_{1} u\right\|, \quad \text { where } \mathfrak{B}_{1}^{\prime}=B^{s_{1}} \mathfrak{B}_{1}, \tag{3.75}
\end{align*}
$$

and the constants $\alpha_{ \pm}$and $\beta_{ \pm}$are, respectively, positive and real, depending only on $B$ and $s$. Notice now that $\mathfrak{B}_{1}^{\prime}$ has the same $A$-rank $m$ as the operator $\mathfrak{B}_{1}$, and the power $s^{\prime \prime}=s^{\prime}+s_{m+1}$. Hence, in view of the induction hypothesis, the relation (3.73) applies for the both $\mathfrak{B}_{1}$ and $\mathfrak{B}_{1}^{\prime}$. Using this fact, and once more Lemma 3.8 (i) and (3.75), we get for any $u \in \mathcal{D}$,

$$
\begin{align*}
\beta_{-}^{\prime}\|u\|+\alpha_{-}^{\prime}\left\|B^{s^{\prime}} u\right\|+\alpha_{-}^{\prime \prime}\left\|B^{s^{\prime \prime}} u\right\| & \leq\|\mathfrak{B} u\| \\
& \leq \alpha_{+}^{\prime \prime}\left\|B^{s^{\prime \prime}} u\right\|+\alpha_{+}^{\prime}\left\|B^{s^{\prime}} u\right\|+\beta_{+}^{\prime}\|u\|, \tag{3.76}
\end{align*}
$$

where the constants $\alpha_{ \pm}^{\prime \prime}$ are positive and $\alpha_{ \pm}^{\prime}, \beta_{ \pm}^{\prime}$ are real. From (3.76) and Lemma 3.12 we get for any $u \in \mathcal{D}$,

$$
\begin{equation*}
\beta_{-}^{\prime \prime \prime}\|u\|+\alpha_{-}^{\prime \prime \prime}\left\|B^{s^{s^{\prime \prime}}} u\right\| \leq\|\mathfrak{B} u\| \leq \alpha_{+}^{\prime \prime \prime}\left\|B^{s^{\prime \prime}} u\right\|+\beta_{+}^{\prime \prime \prime}\|u\| \tag{3.77}
\end{equation*}
$$

for some positive $\alpha_{ \pm}^{\prime \prime \prime}$ and real $\beta_{-}^{\prime \prime \prime}$. Based on (3.77), Lemma 3.8 (i), (ii) we get the desired relation (3.74) that completes the proof of the theorem.

Now we are ready to prove Lemma 3.4.
Proof (Proof of Lemma 3.4). The statement of the lemma follows from (3.46), (3.47), Lemma 3.3 and Theorem 3.13 where we set $\mathcal{H}=\mathbf{L}_{2}^{2}, B=i \nabla^{\times \times}$and $A=\stackrel{\circ}{\Xi}$.
Remark 3.14. Another way to prove Lemma 3.4 is by constructing a parametrix of the Stokes-type operator $\left[\begin{array}{cc}\nabla^{\times} \eta & \nabla \\ \nabla & 0\end{array}\right]$ using the ellipticity of the operator and methods of the theory of pseudodifferential operators, for the exposition of the theory see, for example, [40, 34]. The proof of Lemma 3.4 we gave above is more elementary.

## 4. Analytic Operators and Series Expansions

4.1. Multilinear forms and polynomial operators. The nonlinear analysis of Maxwell equations requires the use of appropriate Banach spaces of time dependent fields, as well as multilinear and analytic functions in those spaces. It also requires an appropriate version of the implicit function theorem. For the reader's convenience we collect in this section the known concepts and statements on the above-mentioned subjects needed for our analysis.

Definition 4.1. Suppose that $x_{1}, x_{2}, \ldots, x_{n}$ are vectors in a Banach space X. Let a function $F(\boldsymbol{x}), \boldsymbol{x}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$, be defined for all values of the variables $\boldsymbol{x} \in X^{n}$ and take values in $Z$. This function is called a n-linear form if it is linear in each variable separately. It is said to be bounded if the norm of $F$ defined by

$$
\begin{equation*}
\|F\|_{X, Z}=\sup _{\left\|x_{1}\right\|_{X}=\ldots=\left\|x_{n}\right\|_{X}=1}\left\|F\left(x_{1}, x_{2}, \ldots, x_{n}\right)\right\|_{Z} \tag{4.1}
\end{equation*}
$$

is finite. When the choice of the spaces $X$ and $Z$ is clear from the context, we simply write $\|F\|$.

Definition 4.2. A function $P(x)$ from $X$ to $Z$ defined for all $x \in X$ is called a polynomial in $x$ of degree $n$ if for all $a, h \in X$ and all complex $\alpha$,

$$
\begin{equation*}
P(a+\alpha h)=\sum_{\nu=0}^{n} P_{\nu}(a, h) \alpha^{v}, \tag{4.2}
\end{equation*}
$$

where $P_{\nu}(a, h) \in Z$ are independent of $\alpha$. The degree is exactly $n$ if $P_{n}(a, h)$ is not identically zero. $P(x)$ is a homogeneous polynomial of degree $n$ if it is homogeneous of degree $n$,

$$
\begin{equation*}
f(\alpha x)=\alpha^{n} f(x) \tag{4.3}
\end{equation*}
$$

and is a polynomial. A homogeneous polynomial is called bounded if its norm

$$
\begin{equation*}
\|f\|_{*}=\sup _{\|x\|_{X}=1}\left\{\|f(x)\|_{Z}\right\} \tag{4.4}
\end{equation*}
$$

is finite. For a given $n$-linear form $F_{n}(\boldsymbol{x})=F_{n}\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ we denote by $F_{n}\left(x^{n}\right)$ a homogeneous of degree $n$ polynomial from $X$ to $Z$,

$$
\begin{equation*}
F_{n}\left(x^{n}\right)=F_{n}(x, x, \ldots, x) \tag{4.5}
\end{equation*}
$$

Usually we denote the multilinear operator $f_{n}(\boldsymbol{x})$ and the homogeneous polynomial $f_{n}\left(x^{n}\right)$ obtained by the restriction to the diagonal $x_{1}=x_{2}=\ldots=x_{n}$ by the same letter $f_{n}$. Obviously,

$$
\begin{equation*}
\left\|f_{n}\right\|_{*} \leq\left\|f_{n}\right\| \tag{4.6}
\end{equation*}
$$

Definition 4.3. Let $f_{m}\left(x^{m}\right), m=2,3$, ... be a sequence of bounded $m$ homogeneous polynomials from $X$ to $Z$ that satisfy the estimate

$$
\begin{equation*}
\left\|f_{m}\right\|_{*} \leq C_{* f} R_{* f}^{-m}, m=2,3, \ldots \tag{4.7}
\end{equation*}
$$

We say that a function $f$ that is defined for $\|x\|_{X}<R_{* f}$ by the series

$$
\begin{equation*}
f(x)=\sum_{n=2}^{\infty} f_{n}\left(x^{n}\right) \tag{4.8}
\end{equation*}
$$

is in the analyticity class $A_{*}\left(C_{* f}, R_{* f}, X, Z\right)$ and write $f \in A_{*}\left(C_{* f}, R_{* f}, X, Z\right)$. We say that $g$ is analytic in $X$ if $g=L+f$, where $L$ is a bounded linear operator in $X$ and $f \in A_{*}\left(C_{f}, R_{f}, X, X\right)$ for some $C_{f}, R_{f}>0$.

If $f \in A_{*}\left(C_{* f}, R_{* f}, X, Z\right)$ and $\|x\|_{X}<R_{* f}$ the series

$$
\begin{equation*}
\sum_{n=n_{0}}^{\infty}\left\|f_{n}\left(x^{n}\right)\right\|_{Z} \tag{4.9}
\end{equation*}
$$

obviously converges, and, consequently, the series (4.8) converges in the Banach space $Z$. In addition to that we have the inequality

$$
\begin{equation*}
\|f(x)\|_{Z} \leq C_{* f} \sum_{n=n_{0}}^{\infty}\|x\|_{X}^{n} R_{* f}^{-n} \leq C_{* f} \frac{\|x\|_{X}^{n_{0}} R_{* f}^{-n_{0}}}{1-\|x\|_{X} R_{* f}^{-1}} \tag{4.10}
\end{equation*}
$$

Definition 4.4. If $f_{m}(\boldsymbol{x}), m=2,3, \ldots$, is a sequence of bounded $m$-linear operators from $X^{m}$ to $Z$ and

$$
\begin{equation*}
\left\|f_{m}\right\| \leq C_{f} R_{f}^{-m}, m=2,3 \ldots \tag{4.11}
\end{equation*}
$$

we say that a function $f$ defined by the series (4.8) for $\|x\|_{X}<R_{f}$ belongs to the analyticity class $A\left(C_{f}, R_{f}, X, Z\right)$ and write $f \in A\left(C_{f}, R_{f}, X, Z\right)$.

When it does not lead to confusion, we write $A_{*}\left(C_{* f}, R_{* f}\right), A\left(C_{f}, R_{f}\right)$ instead of $A_{*}\left(C_{* f}, R_{* f}, X, Z\right), A\left(C_{f}, R_{f}, X, Z\right)$.

Note that obviously $A\left(C_{f}, R_{f}, X, Z\right) \subset A_{*}\left(C_{f}, R_{f}, X, Z\right)$. We often need to find a multilinear operator generating a given polynomial operator. Since different multilinear operators $G_{m}\left(x_{1}, \ldots, x_{n}\right)$ may result in the same polynomial operator $G_{m}(x, \ldots, x)=$ $G_{m}\left(x^{m}\right)$, we assume the multilinear operator to be symmetric. It is called the polar form $\tilde{G}_{m}\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ of $G_{m}\left(x^{m}\right)$. The existence of the polar form and an estimate of its norm is given by the following proposition (see [26], Sect. 26.2, [14], Sect. 1.1, 1.3 for details).

Proposition 4.5. For any homogeneous polynomial $P_{n}(x)$ of degree $n$ there is a unique symmetric n-linear form $\tilde{P}_{n}\left(x_{1}, x_{2}, \ldots, x_{n}\right)$, called the polar form of $P_{n}(x)$, such that $P_{n}(x)=\tilde{P}_{n}(x, x, \ldots, x)$. It is defined by the following polarization formula:

$$
\begin{equation*}
\tilde{P}_{n}\left(x_{1}, x_{2}, \ldots, x_{n}\right)=\frac{1}{2^{n} n!} \sum_{\xi_{j}= \pm 1} P_{n}\left(\sum_{j=1}^{n} \xi_{j} x_{j}\right) . \tag{4.12}
\end{equation*}
$$

In addition to that, the following estimate holds:

$$
\begin{equation*}
\left\|P_{n}\right\|_{*} \leq\left\|\tilde{P}_{n}\right\| \leq \frac{n^{n}}{n!}\left\|P_{n}\right\|_{*} \tag{4.13}
\end{equation*}
$$

Notice that using an expansion for the logarithm of the Gamma-function, [43], Sect. 12.33, we get for an integer $n \geq 1$,

$$
\begin{equation*}
\frac{n^{n}}{n!} \leq \frac{n^{n}}{(n+1)^{n+1 / 2} e^{-n-1} \sqrt{2 \pi}} \leq \frac{n^{n}}{\sqrt{n+1} n^{n} e^{-n-1} \sqrt{2 \pi}}=\frac{e}{\sqrt{2 \pi(n+1)}} e^{n} \tag{4.14}
\end{equation*}
$$

which, in turn, implies the inequality

$$
\begin{equation*}
\left\|\tilde{P}_{n}\right\| \leq e^{n}\left\|P_{n}\right\|_{*} . \tag{4.15}
\end{equation*}
$$

Corollary 4.6. If $f \in A_{*}\left(C_{* f}, R_{* f}, X, X\right)$ then the polynomial operator series (4.8) can be written in the form

$$
\begin{equation*}
f(x)=\sum_{m=n_{0}}^{\infty} \tilde{f}_{m}\left(x^{m}\right) \tag{4.16}
\end{equation*}
$$

where $\tilde{f}_{m}$ are m-linear symmetric operators and $f \in A\left(C_{* f}, R_{* f} / e, X, X\right)$.
Let us consider now analytic functions of two vector variables $(x, z) \in X \times X$. We define the norm on $X \times X$ as follows: $\|(x, z)\|_{X \times X}=\|x\|_{X}+\|z\|_{X}$. Let $F_{m}(\overrightarrow{(x, z)})$, $m=1,2 \ldots$, be a sequence of bounded $m$-linear operators from $(X \times X)^{m}$ to $X$, and assume that $F(x, z)$ defined by (4.8) belongs to $A\left(C_{F}, R_{F}, X \times X, X\right)$. The formula (4.8) for an analytic operator of two vector variables takes the form

$$
\begin{equation*}
F(x, z)=\sum_{m=2}^{\infty} F_{m}\left[(x, z)^{m}\right], x \in X, z \in X \tag{4.17}
\end{equation*}
$$

The series converges if $\|(x, z)\|_{X \times X}<R_{F}$. When $\|(x, z)\|_{X \times X} \leq r<R_{F}$ the convergence is uniform. Using the multi-linearity of $F_{m}$ and splitting $\left(x_{i}, z_{i}\right)=\left(x_{i}, 0\right)+\left(0, z_{i}\right)$, the $m$-linear operator on $(X \times X)^{m}$ can be rewritten in the form

$$
\begin{align*}
F_{m}(\overrightarrow{(x, z)}) & =F_{m}\left(\left(x_{1}, z_{1}\right), \ldots,\left(x_{n}, z_{n}\right)\right) \\
& =\sum_{\delta_{1}, \ldots \delta_{m}} F\left(\left(\delta_{1} x_{1},\left(1-\delta_{1}\right) z_{1}\right), \ldots,\left(\delta_{m} x_{m},\left(1-\delta_{m}\right) z_{m}\right)\right), \delta_{i} \in\{0,1\} \tag{4.18}
\end{align*}
$$

This sum contains $2^{m}$ terms. Collecting the terms of the homogeneity $s$ in $x$ (and $m-s$ in $z$ ) we write

$$
\begin{equation*}
F_{m}(\overrightarrow{(x, z)})=\sum_{s=0}^{m} F_{m s}(\boldsymbol{x} ; \boldsymbol{z}) \tag{4.19}
\end{equation*}
$$

where $F_{m s}$ is $s$-linear in $x$ and $m-s$-linear in $z$, and, in particular,

$$
\begin{equation*}
F_{m s}(t \boldsymbol{x} ; r \boldsymbol{z})=t^{s} r^{m-s} F_{m s}(\boldsymbol{x} ; \boldsymbol{z}) \tag{4.20}
\end{equation*}
$$

Note that

$$
\begin{equation*}
F_{m}\left[(x, z)^{m}\right]=\sum_{s=0}^{m} F_{m s}\left(x^{s} ; z^{m-s}\right) \tag{4.21}
\end{equation*}
$$

We renumerate the variables for every term in (4.18) so that $F_{m s}(\boldsymbol{x} ; \boldsymbol{z})$ depends only on $x_{1}, \ldots, x_{s}$ and $z_{1}, \ldots, z_{m-s}$. Clearly, it does not change (4.21) and the norm of every term in (4.18). Since the operator $F_{m s}$ involves $\binom{s}{m}$ terms from (4.18) (here $\binom{s}{m}=\frac{m!}{s!(m-s)!}$ is the binomial coefficient), its norm can be estimated as follows:

$$
\begin{equation*}
\left\|F_{m s}(\boldsymbol{x} ; \boldsymbol{z})\right\|_{X} \leq\binom{ s}{m}\left\|F_{m}\right\| \prod_{i=1}^{s}\left\|x_{i}\right\|_{X} \prod_{i=1}^{m-s}\left\|z_{i}\right\|_{X} . \tag{4.22}
\end{equation*}
$$

Hence, we can recast (4.17) as

$$
\begin{equation*}
F(x, z)=\sum_{m=1}^{\infty} \sum_{s=0}^{m} F_{m s}\left(x^{s} ; z^{m-s}\right) . \tag{4.23}
\end{equation*}
$$

Lemma 4.7. Let $F \in A\left(C_{F}, R_{F}, X \times X, X\right)$. Then the series (4.23) converges when $\|x\|_{X}+\|z\|_{X}<R_{F}$ and the sums (4.23) and (4.17) coincide.

Proof. By (4.22) and (4.11) we get

$$
\begin{aligned}
\sum_{s=0}^{m}\left\|F_{m s}\left(x^{s} ; z^{m-s}\right)\right\|_{X} & \leq C_{F} \sum_{s=0}^{m} \frac{m!}{s!(m-s)!} R_{F}^{-m}\|x\|_{X}^{s}\|z\|_{X}^{m-s} \\
& =C_{F} R_{F}^{-m}\left(\|x\|_{X}+\|z\|_{X}\right)^{m}
\end{aligned}
$$

and, hence, the series converges. Since (4.21) holds for every $m$, the sums (4.23) and (4.17) coincide.
4.2. Implicit Function Theorem. Let us consider the equation

$$
\begin{equation*}
z=L x+F(x, z) \tag{4.24}
\end{equation*}
$$

where $L$ is a bounded linear operator and $F(x, z)$ is a nonlinear operator such that $F(0,0)=0$. We single out the linear part since the norm which estimates the linear term is somewhat different. Sometimes though it is convenient to include $L x$ into $F$ replacing it with a single term $F_{1} x$. We seek the solution $z(x)$ to Eq. (4.24) for small $\|x\|$. The following implicit function theorem holds.
Theorem 4.8. Let $F \in A\left(C_{F}, R_{F}, X \times X, X\right)$. Then there exists a solution $z=L x+$ $G(x)$ of (4.24) with $G \in A_{*}\left(C_{* G}, R_{* G}, X, X\right), G \in A\left(C_{* G}, R_{* G} / e, X, X\right)$, where

$$
\begin{align*}
R_{* G} & =\frac{R_{F}+2 C_{F}-2 \sqrt{R_{F} C_{F}+C_{F}^{2}}}{1+\gamma_{L}}, \gamma_{L}=\|L\|,  \tag{4.25}\\
C_{* G} & =\frac{R_{F}}{2\left(R_{F}+C_{F}\right)}\left(R_{F}+\left(1+\gamma_{L}\right) R_{* G}\right)-R_{* G} \\
\leq & \frac{1}{2}\left(R_{F}+\gamma_{L} R_{* G}-R_{* G}\right) . \tag{4.26}
\end{align*}
$$

In particular,

$$
\begin{equation*}
G(x)=\sum_{m=2}^{\infty} G_{m}\left(x^{m}\right) \text { for }\|x\|_{X}<R_{* G}, \tag{4.27}
\end{equation*}
$$

and its norm satisfies

$$
\begin{equation*}
\|G(x)\|_{X} \leq C_{* G} \frac{\|x\|_{X}^{2} R_{* G}^{-2}}{1-\|x\|_{X} R_{* G}^{-1}} \tag{4.28}
\end{equation*}
$$

The polynomial operators $G_{m}\left(x^{m}\right)$ satisfy the following recursive relations: $G_{1}=L$,

$$
\begin{equation*}
G_{m}\left(x^{m}\right)=\sum_{j=1}^{m} \sum_{s=0}^{j} \sum_{i_{1}+\cdots+i_{j-s}=m-s} F_{j s}\left(x^{s} ; G_{i_{1}}\left(x^{i_{1}}\right), \ldots, G_{i_{j-s}}\left(x^{i_{j-s}}\right)\right), m \geq 2 \tag{4.29}
\end{equation*}
$$

where $F_{11}=L, F_{10}=0, F_{j s}$ are the same as in (4.23). The operator $G(x)$ is unique in the classes $A_{*}(C, R, X, X), C>0, R>0$.

Proof. It is convenient to denote the linear operator $L$ in (4.24) by $F_{1}$, i.e. $L=F_{1}$. Note that according to (4.23) $F_{1}=F_{11}$ and $F_{10}=0$ since $L x$ does not depend on $z$. Observe also that the recursive relations (4.29) are obtained by formally collecting terms of the homogeneity $m$ in $x$ from Eq. (4.24), where $z$ and $F$ are given respectively by (4.27) and (4.23). In other words they are equivalent to the formal equality

$$
\begin{equation*}
\sum_{m=1}^{\infty} G_{m}\left(x^{m}\right)=\sum_{j=1}^{\infty} \sum_{s=0}^{j} F_{j s}\left(x^{s} ;\left[\sum_{i=0}^{\infty} G_{i}\left(x^{i}\right)\right]^{j-s}\right) \tag{4.30}
\end{equation*}
$$

Let us study now the issue of convergence of the series (4.30). First we notice that $G_{1}=L$ since (4.30) $F_{11}=L$ and $F_{10}=0$. To estimate $\left\|G_{m}\right\|_{*}$ defined by (4.4) let us estimate $\left\|G_{m}\left(x^{m}\right)\right\|_{X}$ for $\|x\|_{X}=1$. Evidently

$$
\begin{equation*}
\left\|G_{1}(x)\right\|_{X}=\|L x\|_{X} \leq \gamma_{L}, \quad \gamma_{L}=\|L\| . \tag{4.31}
\end{equation*}
$$

For $m>1$ using (4.22) we get

$$
\begin{aligned}
\left\|G_{m}\left(x^{m}\right)\right\|_{X} & \leq \sum_{j=2}^{m} \sum_{s=0}^{j} \sum_{i_{1}+\cdots+i_{j-s}=m-s}\left\|F_{j s}\left(x^{s} ; G_{i_{1}}\left(x^{i_{1}}\right), \ldots, G_{i_{j-s}}\left(x^{i_{j-s}}\right)\right)\right\|_{X} \\
& \leq\|x\|_{X}^{m} \sum_{j=2}^{m} \sum_{s=0}^{j} \sum_{i_{1}+\cdots+i_{j-s}=m-s} C_{F} R_{F}^{-j}\binom{s}{j} \prod_{l=1}^{j-s}\left\|G_{i_{l}}\right\|_{*}
\end{aligned}
$$

Hence, we have the following recursive estimate:

$$
\begin{equation*}
\left\|G_{m}\right\|_{*} \leq \sum_{j=2}^{m} \sum_{s=0}^{j} \sum_{i_{1}+\cdots+i_{j-s}=m-s} C_{F} R_{F}^{-j}\binom{s}{j} \prod_{l=1}^{j-s}\left\|G_{i_{l}}\right\|_{*}, m=2,3, \ldots \tag{4.32}
\end{equation*}
$$

Let us introduce a sequence of majorants $g_{m}$ by

$$
\begin{equation*}
g_{1}=\gamma, \quad g_{m}=\sum_{j=2}^{m} \sum_{s=0}^{j} \sum_{i_{1}+\cdots+i_{j-s}=m-s} C_{F} R_{F}^{-j}\binom{s}{j} \prod_{l=1}^{j-s} g_{i_{l}}, m \geq 2 \tag{4.33}
\end{equation*}
$$

Obviously,

$$
\begin{equation*}
\left\|G_{m}\right\|_{*} \leq g_{m}, m=1,2, \ldots \tag{4.34}
\end{equation*}
$$

Then we introduce an auxiliary function

$$
\begin{equation*}
Z(r)=\sum_{m=1}^{\infty} g_{m} r^{m} \tag{4.35}
\end{equation*}
$$

Note that (4.33) can be obtained by equating $m^{\text {th }}$ powers of $r$ from the equation

$$
\begin{equation*}
\sum_{m=1}^{\infty} g_{m} r^{m}=\gamma r+\sum_{j=2}^{\infty} \sum_{s=0}^{j} C_{F} R_{F}^{-j}\binom{s}{j} r^{s}\left[\sum_{i=1}^{\infty} g_{i} r^{i}\right]^{j-s} . \tag{4.36}
\end{equation*}
$$

The right-hand side of (4.36) equals

$$
\begin{equation*}
\gamma r+\sum_{j=2}^{\infty} C_{F} R_{F}^{-j}\left[r+\sum_{i=1}^{\infty} g_{i} r^{i}\right]^{j}=\gamma r+C_{F}\left[\frac{\left((r+Z(r)) / R_{F}\right)^{2}}{1-(r+Z(r)) / R_{F}}\right] . \tag{4.37}
\end{equation*}
$$

Hence, Eq. (4.36) is equivalent to the equation for $Z(r)$ given by (4.35)

$$
\begin{equation*}
Z(r)=\gamma r+C_{F}\left[\frac{\left((r+Z(r)) / R_{F}\right)^{2}}{1-(r+Z(r)) / R_{F}}\right] . \tag{4.38}
\end{equation*}
$$

The numbers $g_{m}$ then are the Maclaurin coefficients of the solution of this algebraic equation. The estimates of $g_{m}$ are provided below in the following Lemma 4.9 where we set $C=C_{F}, R=R_{F}, C_{2}=C_{* G}, r_{0}=R_{* G}$. These estimates and (4.34) imply (4.25) and (4.26). Hence $G \in A_{*}\left(C_{* G}, R_{* G}, X, X\right)$. Using Corollary 4.6 we obtain also that $G \in A\left(C_{* G}, R_{* G} / e, X, X\right)$.

The sums in $m$ in the left-hand and right-hand sides of (4.29), (4.30) converge, yielding $G(x)=L x+F(x, G(x))$ and, hence, $G(x)$ is a solution of (4.24). From (4.27) and (4.10) we obtain that for $\|x\|_{X}<R_{* G}$ (4.28) holds. The uniqueness of $G(x)$ follows from the fact that if $G \in A_{*}(C, R, X, X)$ with $C, R>0$ is a solution of the equation $G(x)=L x+F(x, G(x))$ then it must satisfy the recursive relations (4.29).

Lemma 4.9. The analytic solution $Z(r)$ of the equation

$$
\begin{equation*}
Z(r)=\gamma r+C\left[\frac{(r+Z(r))^{2}}{R(R-r-Z(r))}\right], Z(0)=0 \tag{4.39}
\end{equation*}
$$

with constants $C, R>0$ and $\gamma \geq 0$, expands into the Maclaurin series $\sum_{n} g_{n} r^{n}$ with $g_{n} \geq 0$ and the radius of convergence

$$
\begin{equation*}
r_{0}=\frac{R+2 C-2 \sqrt{C R+C^{2}}}{\gamma+1} . \tag{4.40}
\end{equation*}
$$

The coefficients $g_{n}$ satisfy the inequalities

$$
\begin{equation*}
\left|g_{n}\right| \leq C_{2} r_{0}^{-n}, C_{2}=\frac{R\left(R+r_{0}(1+\gamma)\right)}{2(R+C)}-r_{0}, n=1,2, \ldots \tag{4.41}
\end{equation*}
$$

Proof. Eq. (4.39) is reducible to a quadratic equation

$$
\begin{equation*}
R(R-r-Z)(Z+r-(1+\gamma) r)=C(r+Z)^{2} \tag{4.42}
\end{equation*}
$$

that is equivalent to

$$
\begin{equation*}
\left(z-\gamma^{\prime} r\right) R(R-z)=C z^{2}, \quad \gamma^{\prime}=1+\gamma, \quad z=r+Z \tag{4.43}
\end{equation*}
$$

The solution $Z(r)$ that satisfies (4.39) and $Z(0)=0$ corresponds to

$$
\begin{equation*}
z(r)=\frac{R}{2(R+C)}\left(R+\gamma^{\prime} r-\sqrt{R^{2}-2 \gamma^{\prime} r R+\left(\gamma^{\prime}\right)^{2} r^{2}-4 \gamma^{\prime} r C}\right) \tag{4.44}
\end{equation*}
$$

By the recursive relations (4.33) all the Maclaurin coefficients $g_{n}$ of $Z(r)$ are non-negative, $g_{n} \geq 0$. The same is true for $z(r)=r+Z(r)$. Notice that the functions $Z(r)$ and $z(r)$ have the same branching points. The branching points of $z(r)$ are given by the discriminant equation

$$
\begin{equation*}
R^{2}-2 \gamma^{\prime} r R+\left(\gamma^{\prime}\right)^{2} r^{2}-4 \gamma^{\prime} r C=0 \tag{4.45}
\end{equation*}
$$

The branching point $r_{0}$ with the minimal modulus is

$$
\begin{equation*}
r_{0}=\frac{R+2 C-2 \sqrt{C R+C^{2}}}{\gamma^{\prime}}=\frac{R^{2}}{\gamma^{\prime}\left(R+2 C+2 \sqrt{C R+C^{2}}\right)} \tag{4.46}
\end{equation*}
$$

that yields (4.40). In as much as the function $Z(r)$ is analytic for $|r|<r_{0}$ and is bounded for $|r| \leq r$, using the Cauchy formula we obtain

$$
\begin{equation*}
\left|g_{m}\right| \leq \max _{|r|=r_{0}}|Z(r)| r_{0}^{-m} \tag{4.47}
\end{equation*}
$$

Since all $g_{n} \geq 0$ the maximum of $|Z(r)|$ over $|r|=r^{\prime}<r_{0}$ is attained at a real positive $r=r^{\prime}$. Obviously, $z(r)$ given by (4.44) for $|r| \leq r_{0}$ is continuous and we get

$$
\begin{equation*}
\max _{|r|=r_{0}}|Z(r)|=Z\left(r_{0}\right)=z\left(r_{0}\right)-r_{0}=\frac{R^{2}}{2(R+C)}+\frac{r_{0} R \gamma^{\prime}}{2(R+C)}-r_{0} \tag{4.48}
\end{equation*}
$$

According to Theorem 4.8 a solution of (4.24) of the form $z=G(x), G \in$ $A_{*}(C, R, X, X)$ is unique, but more general solutions may be not unique. Though, the next lemma shows that solutions $z$ are unique if $\|z\|_{X}+\|x\|_{X}$ is small enough.

Lemma 4.10. Let $F \in A\left(C_{F}, R_{F}, X \times X, X\right)$ and $z_{1}, z_{2}$ be two solutions to Eq. (4.24) with $\left\|z_{1}\right\|_{X}+\|x\|_{X} \leq r,\left\|z_{2}\right\|_{X}+\|x\|_{X} \leq r, r<R_{F}$. If

$$
\begin{equation*}
\frac{C_{F}}{R_{F}}\left[\frac{1}{\left(1-r / R_{F}\right)^{2}}-1\right]<1 \tag{4.49}
\end{equation*}
$$

then $z_{2}=z_{1}$.

Proof. Evidently,

$$
\begin{equation*}
\left\|z_{1}-z_{2}\right\|=\left\|F\left(x, z_{1}\right)-F\left(x, z_{2}\right)\right\| . \tag{4.50}
\end{equation*}
$$

Notice then that the following identity holds for an $n^{\text {th }}$ order multilinear form $F_{n}$ :

$$
\begin{align*}
F_{n} & \left(\left(x, z_{1}\right)^{n}\right)-F_{n}\left(\left(x, z_{2}\right)^{n}\right)=F_{n}\left(\left(x, z_{1}\right), \ldots,\left(x, z_{1}\right)\right)-F_{n}\left(\left(x, z_{2}\right), \ldots,\left(x, z_{2}\right)\right) \\
\quad= & F_{n}\left(\left(x, z_{1}\right),\left(x, z_{1}\right), \ldots,\left(x, z_{1}\right)\right)-F_{n}\left(\left(x, z_{2}\right),\left(x, z_{1}\right), \ldots,\left(x, z_{1}\right)\right)+\ldots \\
& \quad+F_{n}\left(\left(x, z_{2}\right), \ldots,\left(x, z_{2}\right),\left(x, z_{1}\right)\right)-F_{n}\left(\left(x, z_{2}\right), \ldots,\left(x, z_{2}\right)\right) \\
= & F_{n}\left(\left(x, z_{1}-z_{2}\right),\left(x, z_{1}\right), \ldots,\left(x, z_{1}\right)\right)+\ldots \\
& +F_{n}\left(\left(x, z_{2}\right), \ldots,\left(x, z_{2}\right),\left(x, z_{1}-z_{2}\right)\right), \tag{4.51}
\end{align*}
$$

implying

$$
\begin{equation*}
\left\|F_{n}\left(\left(x, z_{1}\right)^{n}\right)-F_{n}\left(\left(x, z_{2}\right)^{n}\right)\right\|_{X} \leq n\left\|F_{n}\right\| r^{n-1}\left\|z_{1}-z_{2}\right\|_{X} . \tag{4.52}
\end{equation*}
$$

Summing up with respect to $n$ the terms in the previous inequality we get

$$
\begin{align*}
& \left\|F\left(x, z_{1}\right)-F\left(x, z_{2}\right)\right\|_{X} \\
& \quad \leq \sum_{n=2}^{\infty} n r^{n-1} C_{F} R_{F}^{-n}=\frac{C_{F}}{R_{F}}\left[\frac{1}{\left(1-r / R_{F}\right)^{2}}-1\right]\left\|z_{1}-z_{2}\right\|_{X} . \tag{4.53}
\end{align*}
$$

Hence $\left\|z_{1}-z_{2}\right\|_{X} \leq c\left\|z_{1}-z_{2}\right\|_{X}$ with $c<1$ implying $\left\|z_{1}-z_{2}\right\|_{X}=0$.
Now let us consider the case when the analytic $F(x, z)$ is of order $n_{0}>2$ at $z=0$, namely

$$
\begin{equation*}
F_{2}(x, z)=\ldots=F_{n_{0}-1}(x, z)=0, n_{0}>2 . \tag{4.54}
\end{equation*}
$$

It is convenient to rescale the variables

$$
\begin{equation*}
z=\alpha z^{\prime}, x=\alpha x^{\prime}, 0<\alpha \leq 1, \tag{4.55}
\end{equation*}
$$

and to consider the following corollary of Theorem 4.8.
Corollary 4.11. Assume that the conditions of Theorem 4.8 are fulfilled, and, in addition to that, (4.54) holds. Then for all $\alpha \in[0,1]$, the operator $G$ belongs to $A_{*}\left(C_{* G^{\prime}}^{\prime}, \alpha R_{* G^{\prime}}, X \times X, X\right)$, where

$$
\begin{align*}
R_{* G^{\prime}} & =\frac{R_{F}+2 \alpha^{n_{0}-1} C_{F}-2 \sqrt{R_{F} \alpha^{n_{0}-1} C_{F}+\alpha^{2 n_{0}-2} C_{F}^{2}}}{1+\gamma_{L}}  \tag{4.56}\\
C_{* G^{\prime}}^{\prime} & =\frac{1}{2}\left(R_{F}+\gamma_{L} R_{* G^{\prime}}-R_{* G^{\prime}}\right) . \tag{4.57}
\end{align*}
$$

Proof. First, we rewrite Eq. (4.24) in the form

$$
\begin{equation*}
z^{\prime}=L x^{\prime}+\alpha^{-1} F\left(\alpha x^{\prime}, \alpha z^{\prime}\right) \tag{4.58}
\end{equation*}
$$

and introduce

$$
\begin{equation*}
F^{\prime}\left(z^{\prime}\right)=\alpha^{-1} F\left(\alpha z^{\prime}\right) \tag{4.59}
\end{equation*}
$$

Since

$$
\begin{equation*}
\alpha^{-1} F_{n}\left(\left(\alpha z^{\prime}\right)^{n}\right)=\alpha^{n-1} F_{n}\left(\left(z^{\prime}\right)^{n}\right), n \geq n_{0}, \tag{4.60}
\end{equation*}
$$

we conclude that

$$
\begin{equation*}
\text { if } F \in A\left(C_{F}, R_{F}, X \times X, X\right) \text { then } F^{\prime} \in A\left(\alpha^{n_{0}-1} C_{F}, R_{F}, X \times X, X\right) \text {. } \tag{4.61}
\end{equation*}
$$

Note that after rescaling (4.55) the solution $z=G(x)$ of (4.24) takes the form $z^{\prime}=$ $\alpha^{-1} G\left(\alpha x^{\prime}\right)=G^{\prime}\left(x^{\prime}\right)$. Since (4.58) has the form of (4.24), formula (4.25) of Theorem 4.8 gives an estimate (4.56) of the radius $R_{* G^{\prime}}$ of convergence of the power expansion of $G^{\prime}\left(x^{\prime}\right)$. Further, $G(x)=\alpha G^{\prime}\left(\alpha^{-1} x\right)$ and we obtain that $G \in A_{*}\left(\alpha C_{* G^{\prime}}, \alpha R_{* G^{\prime}}, X, X\right)$, where $C_{* G^{\prime}}$ is defined by (4.26) with $C_{F}$ replaced by $\alpha^{n_{0}-1} C_{F}$ and, consequently, $C_{* G^{\prime}} \leq C_{* G^{\prime}}^{\prime}$ where $C_{* G^{\prime}}^{\prime}$ is defined in (4.57).

Let us consider a slightly more general case than Eq. (4.24), namely, the equation

$$
\begin{equation*}
b_{1} z=L x+F(x, z) \tag{4.62}
\end{equation*}
$$

where $b_{1}$ is a linear operator and $F(x, z)$ is as in (4.24). When $b_{1}$ has a bounded inverse $b_{1}^{-1}$ (this is the standard condition of the implicit function theorem), we reduce (4.62) to (4.24). Namely, we rewrite (4.62) in the form

$$
\begin{equation*}
z=b_{1}^{-1} L x+b_{1}^{-1} F(x, z) . \tag{4.63}
\end{equation*}
$$

This equation is of form (4.24) with a modified right-hand side, the modified multilinear operators $F_{m}^{b}$ are

$$
\begin{equation*}
F_{m}^{b}=b_{1}^{-1} F_{m} \tag{4.64}
\end{equation*}
$$

and the constants $R_{F}, C_{F}$ and $\gamma_{L}$ in (4.25), (4.26) are replaced respectively by

$$
\begin{equation*}
R_{b F}=R_{F}, C_{b F}=\left\|b_{1}^{-1}\right\| C_{F}, \gamma_{b}=\left\|b_{1}^{-1}\right\| \gamma_{L} \tag{4.65}
\end{equation*}
$$

Consider now the composition $G=F\left(S_{1} z+S(z)\right)$ of two analytic operators.
It is well-known that the composition is analytic (see [26]). In the following theorem we give an explicit estimate of the radius of convergence of $G$.

Theorem 4.12. Let $F \in A\left(C_{F}, R_{F}, X, X\right), S \in A_{*}\left(C_{S}, R_{S}, X, X\right), S_{1}$ be a linear bounded operator in $X$ and $\left\|S_{1}\right\| \leq C_{S} R_{S}^{-1}$. Let

$$
\begin{equation*}
G_{m}\left(x^{m}\right)=\sum_{j=1}^{m} \sum_{i_{1}+\cdots+i_{j}=m} F_{j}\left(S_{i_{1}}\left(x^{i_{1}}\right), \ldots, S_{i_{j-s}}\left(x^{i_{j}}\right)\right), G(x)=\sum_{m=1}^{\infty} G_{m}\left(x^{m}\right) . \tag{4.66}
\end{equation*}
$$

Then $G \in A_{*}\left(C_{G}, R_{G}, X, X\right), G \in A\left(C_{G}, R_{G} / e, X, X\right)$, where

$$
\begin{equation*}
R_{G}=\frac{R_{F} R_{S}}{R_{F}+C_{S}}, C_{G}=\frac{C_{S} C_{F}}{R_{F}+C_{S}} . \tag{4.67}
\end{equation*}
$$

The operator $G(x)$ coincides with $F\left(S_{1} x+S(x)\right)$ for $\|x\|_{X}<R_{G}$.

Proof. The formula (4.66) is obtained by collecting terms of the homogeneity $m$ in the identity $G(x)=F\left(S(x)+S_{1} x\right)$. Let us estimate $G_{m}\left(x^{m}\right)$ with $\|x\|_{X}=1$ :

$$
\begin{align*}
\left\|G_{m}\left(x^{m}\right)\right\|_{X} & \leq \sum_{j=2}^{m} \sum_{i_{1}+\cdots+i_{j}=m}\left\|F_{j}\left(S_{i_{1}}\left(x^{i_{1}}\right), \ldots, S_{i_{j-s}}\left(x^{i_{j}}\right)\right)\right\|_{X} \\
& \leq C_{F} \sum_{j=0}^{m} R_{F}^{-j} C_{S}^{j} \sum_{i_{1}+\cdots+i_{j}=m} R_{S}^{-\left(i_{1}+\cdots+i_{j}\right)} \tag{4.68}
\end{align*}
$$

For further estimation we introduce majorants

$$
\begin{equation*}
g_{m}=C_{F} \sum_{j=0}^{m} R_{F}^{-j} C_{S}^{j} \sum_{i_{1}+\cdots+i_{j}=m} R_{S}^{-\left(i_{1}+\cdots+i_{j}\right)} \tag{4.69}
\end{equation*}
$$

One can see that the right-hand side of the equality (4.69) coincides with the coefficient at $\lambda^{m}$ of the formal series obtained after substitution of the number series

$$
\begin{equation*}
z(\lambda)=C_{S} \sum_{i=1}^{\infty} R_{S}^{-i} \lambda^{i} \tag{4.70}
\end{equation*}
$$

into the series

$$
\begin{equation*}
f(z)=C_{F} \sum_{j=0}^{m} R_{F}^{-j} z^{j} \tag{4.71}
\end{equation*}
$$

Both series determine respectively the analytic functions

$$
\begin{equation*}
z(\lambda)=C_{S} R_{S}^{-1} \frac{\lambda}{1-\lambda R_{S}^{-1}}, \quad f(z)=C_{F}\left[\frac{1}{1-z R_{F}^{-1}}\right] . \tag{4.72}
\end{equation*}
$$

Therefore $s_{m}$ coincide with the Maclaurin coefficients of $f(z(\lambda))$ which is a rational function of $\lambda$ :

$$
\begin{aligned}
f(z(\lambda)) & =C_{F} R_{F}\left[\frac{R_{S}-\lambda}{R_{F} R_{S}-\left(R_{F}+C_{S}\right) \lambda}\right] \\
& =\frac{C_{F} R_{F}}{R_{F}+C_{S}}+\frac{C_{F} C_{S}}{R_{F}+C_{S}} \frac{1}{1-\lambda\left(R_{F}+C_{S}\right) /\left(R_{F} R_{S}\right)} .
\end{aligned}
$$

The series expansion of $f(z(\lambda))$ yields $g_{m}=C_{G} R_{G}^{-m}, m \geq 1$, where $C_{G}$ and $R_{G}$ are defined by (4.67). Hence

$$
\begin{equation*}
\left\|G_{m}\right\|_{*} \leq g_{m} \leq C_{G} R_{G}^{-m}, \tag{4.73}
\end{equation*}
$$

and $G \in A_{*}\left(C_{G}, R_{G}, X, X\right)$. Applying Corollary 4.6 we obtain that $G$ belongs to $A\left(C_{G}, R_{G} / e, X, X\right)$.

Remark 4.13. The condition $\left\|S_{1}\right\| \leq C_{S} R_{S}^{-1}$ of the previous theorem can be always satisfied by decreasing $R_{S}$ since $A_{*}\left(C_{S}, R_{S}, X, X\right) \subset A_{*}\left(C_{S}, R_{S}^{\prime}, X, X\right)$ when $R_{S}^{\prime} \leq R_{S}$. One can treat a general case $\left\|S_{1}\right\|=\gamma_{S}$ directly as in the proof of Theorem 4.12 using a more general majorant $z(\lambda)$ and still can get explicit formulas for $R_{G}$ and $C_{G}$, but they are more involved. For example, the expression for the radius of convergence becomes

$$
\begin{equation*}
R_{G}=\frac{2 R_{S} R_{F}}{R_{F}+\gamma_{S} R_{S}+\sqrt{\left(R_{F}+\gamma_{S} R_{S}\right)^{2}+4 R_{F}\left(C_{S}-\gamma_{S} R_{S}\right)}} . \tag{4.74}
\end{equation*}
$$

4.3. Further properties of analytic operators. The operators (functions) in Banach spaces that we construct in this paper are in the form of convergent series of polynomials. We consider and study power series primarily at zero, that correspond to the state of complete rest for the medium. Such and more general operators are the subject of the theory of analytic operators (functions). Many properties of scalar analytic functions of a complex variable can be extended to such vector-to-vector functions. In particular, they are continuous, complex differentiable. Among other properties, complex analyticity and boundedness imply analyticity, the Cauchy formula is valid, Taylor series converge in a neighborhood of a point of analyticity, etc. The reader can find details on the properties of abstract analytic functions in [26], Sects. 3.10-3.19 and Sects. 26.1-26.7. All these results are applicable to the analytic operators we construct in this paper.

## 5. Abstract Causal Power Series

This section provides a systematic analysis of an abstract version of power series similar to (1.12), (1.13) representing the nonlinear polarization. We will refer to power series similar to (1.12), (1.13) and the functions they define as respectively causal series and causal polynomial operators. In the literature (see, for instance, [21], Chapter IV, and [23], Chapters I and II) the equations involving similar operators are called retarded or Volterra.

Let us introduce the following notations that are used in the definition of causal operators:

$$
\begin{gather*}
\mathbb{R}_{+}^{n}=\left\{\vec{\tau} \in \mathbb{R}^{n}: \tau_{1}, \ldots, \tau_{n} \geq 0\right\}  \tag{5.1}\\
\vec{\tau}=\left(\tau_{1}, \ldots, \tau_{n}\right), \vec{\imath}=(1, \ldots, 1), \overrightarrow{\mathbf{E}}=\left(\mathbf{E}_{1}, \ldots, \mathbf{E}_{n}\right) . \tag{5.2}
\end{gather*}
$$

Let $Y$ be a Banach space. We consider trajectories $x=x(t),-\infty<t \leq T$, which are continuous $Y$-valued functions of $t$. Let us recall basic definitions of continuity and strong continuity.

A $Y$-valued function $x(t)$ defined on an open interval $I \subseteq \mathbb{R}$ is called continuous on $I$ if for any $t_{0} \in I$ we have $\lim _{t \rightarrow t_{0}}\left\|x(t)-x\left(t_{0}\right)\right\|=0$. Similar definitions of the continuity and the differentiability are assumed for $Y$-valued functions $x\left(t_{1}, \ldots, t_{n}\right)$ of $n$ real variables.

If $f(\theta)$ is a bounded $n$-linear form in a Banach space $Y$ that depends on a parameter $\theta$ from a domain $\Theta$ in $\mathbb{R}^{m}$, it is called strongly continuous at a point $\theta_{0}$ if $f(\theta)(\boldsymbol{x}) \rightarrow$ $f\left(\theta_{0}\right)(\boldsymbol{x})$ as $\theta \rightarrow \theta_{0}$ for any $\boldsymbol{x} \in Y^{n}$. The differentiability and the partial derivatives in the strong sense are defined in a similar way. Note that when we say that an operator $f(\theta)$ depends on $\theta$ continuously we understand continuous dependence in the operator norm topology (not in the strong sense).

In most applications considered in this paper we have vector functions $x(t),-\infty<$ $t \leq T$ that satisfy the following rest condition:

$$
\begin{equation*}
x(t)=0, t \leq 0 \tag{5.3}
\end{equation*}
$$

and, in this case, it is sufficient to consider the restriction $x(t)$ for $t \in[0, T]$. It is still convenient though to keep (5.3) for simplicity in writing integrals such as (1.13) and their abstract counterparts.

For a given Banach space $Y$ and a positive time $T$ we introduce the Banach space $\mathcal{C}_{Y}^{T}=C([-\infty, T] ; Y)$ of bounded continuous $Y$-valued functions $x(t),-\infty<t \leq T$,
with the norm defined by (2.6) and the Banach subspace $\mathcal{C}_{0, Y}^{T}=C_{0}([-\infty, T] ; Y) \subset \mathcal{C}_{Y}^{T}$ of functions $x(t)$ satisfying the rest condition (5.3). In our problems the Banach space $Y$ is usually either the Sobolev space $H^{s}$ or the Hilbert space $\mathcal{H}_{\mathfrak{m}}^{s}$ defined in terms of the Maxwell operator $\mathfrak{m}$. An electromagnetic field at any fixed time is an element of $\mathcal{H}_{\mathfrak{m}}^{s}$. A trajectory $x(t),-\infty<t \leq T$, then describes the field evolution up to the time $T$.

Let us introduce strictly causal $n$-linear operators $\mathfrak{p}_{n}$ that act on $\boldsymbol{x} \in\left(\mathcal{C}_{Y}^{T}\right)^{n}$, and take values in $\mathcal{C}_{Y}^{T}$. They are abstract versions of the nonlinear polarization operators (1.13):

$$
\begin{equation*}
\mathfrak{p}_{n}(\boldsymbol{x})(t)=\int_{-\infty}^{t} \ldots \int_{-\infty}^{t} p_{n}\left[t-t_{1}, \ldots, t-t_{n} ; x_{1}\left(t_{1}\right), \ldots, x_{n}\left(t_{n}\right)\right] d t_{1} \cdots d t_{n} \tag{5.4}
\end{equation*}
$$

where $p_{n}\left[\tau_{1}, \ldots, \tau_{n} ; z\right]$ are $Y$-valued bounded $n$-linear forms of

$$
\begin{equation*}
z=\left(z_{1}, \ldots, z_{n}\right) \in Y^{n} \tag{5.5}
\end{equation*}
$$

that continuously depend on $\left(\tau_{1}, \ldots, \tau_{n}\right)=\boldsymbol{\tau} \in \mathbb{R}_{+}^{n}$. We refer to $p_{n}$ as the density forms, density operators, or just the densities. Evidently, a polynomial form $\mathfrak{p}_{n}$ corresponding to (5.4) is given by

$$
\begin{align*}
\mathfrak{p}_{n}(x)(t) & =\mathfrak{p}_{n}\left(x^{n}\right)(t) \\
& =\int_{\mathbb{R}_{+}^{n}} p_{n}\left[\tau_{1}, \ldots, \tau_{n} ; x\left(t-\tau_{1}\right), \ldots, x\left(t-\tau_{n}\right)\right] d \tau_{1} \cdots d \tau_{n} \tag{5.6}
\end{align*}
$$

Note that the integral operator (1.14) involves integration over faces on the boundary $\partial \mathbb{R}_{+}^{n}$ of the generalized $n$-dimensional octant $\mathbb{R}_{+}^{n}$. Compositions of such operators could involve the integration over more general faces and the corresponding presentation of the operators takes a more general form. To describe this more general form we consider all the faces of all dimensions on the boundary $\partial \mathbb{R}_{+}^{n}$. Namely, let

$$
\operatorname{sign}(\tau)=\left\{\begin{array}{lll}
1 & \text { if } & \tau>0  \tag{5.7}\\
0 & \text { if } & \tau=0
\end{array},\right.
$$

and let us introduce for $v=0,1, \ldots, n$ the following $v$-dimensional manifold:

$$
\begin{equation*}
\partial^{\nu} \mathbb{R}_{+}^{n}=\left\{\tau_{1} \geq 0, \ldots, \tau_{n} \geq 0: \sum_{j=1}^{n} \operatorname{sign}\left(\tau_{j}\right)=v\right\} \tag{5.8}
\end{equation*}
$$

with the Lebesgue measure $d^{\nu} \tau$ on it. The manifold $\partial^{\nu} \mathbb{R}_{+}^{n}$ is a union of rectilinear faces $f$ (generalized octants ) of dimension $\nu$

$$
\begin{gather*}
f\left(j_{1}, \ldots, j_{v}\right)=\left\{\tau \in \mathbb{R}_{+}^{n}: \tau_{j_{1}}>0, \ldots, \tau_{j_{v}}>0, \quad \tau_{j}=0, j \neq j_{1}, \ldots, j_{v}\right\}  \tag{5.9}\\
f\left(j_{1}, \ldots, j_{v}\right) \subset \mathbb{R}^{n}\left(j_{1}, \ldots, j_{v}\right)=\left\{\tau \in \mathbb{R}^{n}: \tau_{j}=0, j \neq j_{1}, \ldots, j_{v}\right\} \tag{5.10}
\end{gather*}
$$

Notice that

$$
\begin{equation*}
\partial^{n} \mathbb{R}_{+}^{n}=\mathbb{R}_{+}^{n}-\partial \mathbb{R}_{+}^{n} \tag{5.11}
\end{equation*}
$$

Using the notations (5.1), (5.2), (5.8) we introduce for $0 \leq v \leq n$ the following, more general multilinear forms

$$
\begin{align*}
\mathfrak{p}_{n, v}(\boldsymbol{x})(t) & =\int_{\partial^{v} \mathbb{R}_{+}^{n}} p_{n, v}\left[\vec{\tau} ; x_{1}\left(t-\tau_{1}\right), \ldots, x_{n}\left(t-\tau_{n}\right)\right] d^{v} \tau \\
& =\sum_{f \subset \partial^{v} \mathbb{R}_{+}^{n}} \int_{f} p_{n, v, f}\left[\vec{\tau} ; x_{1}\left(t-\tau_{1}\right), \ldots, x_{n}\left(t-\tau_{n}\right)\right] d^{v} \tau \tag{5.12}
\end{align*}
$$

where the densities $p_{n, v}[\vec{\tau} ; \vec{z}]$ are $n$-linear forms in $\vec{z} \in Y^{n}$ continuously depending on $\tau_{1}, \ldots, \tau_{n} \in f \subset \mathbb{R}_{+}^{n}, p_{n, v, f}$ is a restriction of $p_{n, v}$ to a face $f \subset \partial^{\nu} \mathbb{R}_{+}^{n}$. These operators involve the integration over the faces $\partial^{\nu} \mathbb{R}_{+}^{n}$, an example of such a form occurs in (1.14). The corresponding polynomial form is given by

$$
\begin{equation*}
\mathfrak{p}_{n, v}(x)(t)=\mathfrak{p}_{n, v}(x, \ldots, x)(t)=\int_{\partial^{v} \mathbb{R}_{+}^{n}} p_{n, v}[\vec{\tau} ; x(t \overrightarrow{1}-\vec{\tau})] d^{\nu} \tau \tag{5.13}
\end{equation*}
$$

We introduce now forms $\mathfrak{p}_{n}$ involving the integration over faces of all dimensions

$$
\begin{equation*}
\mathfrak{p}_{n}\left(x_{1}, \ldots, x_{n}\right)=\sum_{v=0}^{n} \mathfrak{p}_{n, v}\left(x_{1}, \ldots, x_{n}\right) \tag{5.14}
\end{equation*}
$$

and the corresponding polynomials

$$
\begin{equation*}
\mathfrak{p}_{n}(x)(t)=\mathfrak{p}_{n}(x, \ldots, x)(t)=\sum_{\nu=0}^{n} \int_{\partial^{v} \mathbb{R}_{+}^{n}} p_{n, \nu}[\vec{\tau} ; x(t \overrightarrow{1}-\vec{\tau})] d^{\nu} \tau \tag{5.15}
\end{equation*}
$$

The form (5.15) can be recast as

$$
\begin{equation*}
\mathfrak{p}_{n}(x)(t)=\sum_{\nu=0}^{n} \int_{t \overrightarrow{1}-\partial^{\nu} \mathbb{R}_{+}^{n}} p_{n, v}[t \overrightarrow{1}-\vec{\tau} ; x(\vec{\tau})] d^{\nu} \tau \tag{5.16}
\end{equation*}
$$

which is useful when we differentiate it with respect to time.
It is instructive to look at the simplest case of a general quadratic causal polynomial

$$
\begin{align*}
\mathfrak{p}_{2}(x)(t)= & p_{2,0}(x(t), x(t))+\int_{0}^{t} p_{2,1, f_{1}}\left[t-\tau_{1}, t ; x\left(\tau_{1}\right), x(t)\right] d \tau_{1} \\
& +\int_{0}^{t} p_{2,1, f_{2}}\left[t, t-\tau_{2} ; x(t), x\left(\tau_{2}\right)\right] d \tau_{2} \\
& +\int_{0}^{t} \int_{0}^{t} p_{2,2}\left[t-\tau_{1}, t-\tau_{2} ; x\left(\tau_{1}\right), x\left(\tau_{2}\right)\right] d \tau_{1} d \tau_{2} . \tag{5.17}
\end{align*}
$$

In this case $\partial^{\nu} \mathbb{R}_{+}^{n}$ is a quadrant when $\nu=2$, and the faces of the boundary consist of the union of two rays $f_{1}, f_{2}$ with $v=1$ and one point (the origin) with $v=0$. Notice that the first three terms in (5.17) depend explicitly on $x(t)$ at the instant $t$ whereas the fourth term does not, it is strictly causal. The significance of that becomes clear when we differentiate $\mathfrak{p}_{2}$ with respect to time. Indeed, the time derivative of the first two terms involves the time derivative of $x(t)$ whereas the double integral term does not. Therefore, the double integral term (strictly causal) provides a priori time smoothness of $\mathfrak{p}_{2,2}(x)(t)$. Notice that the classical optics representation for the polarization (1.12), (1.13) involves only such integrals! For this reason we single out as a special class the causal series of the form (5.4) which involve only volume (the highest possible dimension) integrations.

Definition 5.1. We call causal the forms and polynomials defined by (5.4), (5.6), (5.13), (5.14) and (5.15) with the densities $p_{n, v}[\vec{\tau} ; \vec{z}], v=0,1, \ldots n$, that (i) are bounded $n$-linear forms in $\vec{z} \in Y^{n}$, (ii) continuously depend on $\vec{\tau}$ from every rectilinear face of $\partial^{\nu} \mathbb{R}_{+}^{n}$. The series, forms and polynomials that include only volume integrals as in (5.4) will be called strictly causal. We extend the forms $p_{n, v}[\vec{\tau} ; \cdot]$ for $\vec{\tau} \in \mathbb{R}^{n}$ by assigning them zero values outside $\partial^{\nu} \mathbb{R}_{+}^{n}$, i.e. we set

$$
\begin{equation*}
p_{n, v}\left[\tau_{1}, \ldots, \tau_{n} ; z_{1}, \ldots, z_{n}\right]=0 \text { if }\left(\tau_{1}, \ldots, \tau_{n}\right) \notin \partial^{v} \mathbb{R}_{+}^{n} . \tag{5.18}
\end{equation*}
$$

We introduce the norm of a density $p_{n, v}$

$$
\begin{equation*}
\left\|p_{n, v}\right\|=\left\|p_{n, v}\right\|_{Y, Y}=\int_{\partial v \mathbb{R}_{+}^{n}}\left\|p_{n, v}[\vec{\tau} ; \cdot]\right\|_{Y, Y} d^{\nu} \tau \tag{5.19}
\end{equation*}
$$

where for every fixed $\vec{\tau}$ the norm $\left\|p_{n, v}[\vec{\tau} ; \cdot]\right\|_{Y, Y}$ is given by (4.1); we assume that $\left\|p_{n, v}[\vec{\tau} ; \cdot]\right\|_{Y_{Y},}$ is bounded uniformly in $\vec{\tau}$ and we assume that for causal forms the norm (5.19) is finite:

$$
\begin{equation*}
\left\|p_{n, v}\right\|=\left\|p_{n, v}\right\|_{Y, Y}=\int_{\partial^{v} \mathbb{R}_{+}^{n}}\left\|p_{n, v}[\vec{\tau} ; \cdot]\right\| d^{v} \vec{\tau}<\infty \tag{5.20}
\end{equation*}
$$

Notice that the continuity together with (5.20) are sufficient for the Bochner integrability of forms with respect to $\vec{\tau}$ (see [26], Sects. 3.1-3.93, or [45], Chapter IV).

Note that when (5.18) is fulfilled, the integration in (5.12) over a face $f$ of $\partial^{\nu} \mathbb{R}_{+}^{n}$ can be replaced by the integration over a subspace $\mathbb{R}_{f}^{v}$ that contains $f$ and integrals in (5.12) after a renumeration of the variables $\tau$ take the form

$$
\begin{align*}
& \mathfrak{p}_{n, v, f}\left(x_{1}, \ldots, x_{n}\right)(t) \\
& =\int_{\mathbb{R}_{f}^{v}} p_{n, v, f}\left[\tau_{1}, \ldots, \tau_{v}, 0, \ldots, 0 ; x_{1}\left(t-\tau_{1}\right), \ldots, x_{v}\left(t-\tau_{v}\right), x_{v+1}(t),\right. \\
& \left.\quad \ldots, x_{n}(t)\right] d \tau^{v}  \tag{5.21}\\
& =\int_{\mathbb{R}_{f}^{v}} p_{n, v, f}\left[t \overrightarrow{1}_{f}-\vec{\tau} ; I_{f} \boldsymbol{x}(\vec{\tau})+\left(I-I_{f}\right) \boldsymbol{x}(t)\right] d \tau^{v} \tag{5.22}
\end{align*}
$$

where $I_{f}$ denotes the projection in $\mathbb{R}^{n}$ onto the subspace that spans $f$.
Lemma 5.2. Let (5.20) hold. Then the operator $p_{n, v}$ is bounded from $\left(\mathcal{C}_{Y}^{T}\right)^{n}$ into $\mathcal{C}_{Y}^{T}$ for every $T \geq 0$ and the norm of this operator defined by (4.1) admits the estimate

$$
\begin{equation*}
\left\|\mathfrak{p}_{n, v}\right\|_{\mathcal{C}_{Y}^{T}, \mathcal{C}_{Y}^{T}} \leq\left\|p_{n, v}\right\|_{Y, Y} \tag{5.23}
\end{equation*}
$$

The polynomial operator $\mathfrak{p}_{n, v}\left(x^{n}\right)$ leaves $\mathcal{C}_{0, Y}^{T}$ invariant, i.e. $\mathfrak{p}_{n, v}\left(\mathcal{C}_{0, Y}^{T}\right) \subset \mathcal{C}_{0, Y}^{T}$.
Proof. Note that $\partial^{v} \mathbb{R}_{+}^{n}$ consists of $\binom{v}{n}$ different faces $f$ for which $n-v$ variables $\tau_{j}$ equal zero, and, hence, the integral (5.12) splits into the sum of $\binom{v}{n}$ integrals $\mathfrak{p}_{n, v, f}$ over the faces. We estimate first the integral of $\mathfrak{p}_{n, v}\left(x_{1}, \ldots, x_{n}\right)(t)$ over one of the faces $f$. Without loss of generality we assume that for this face $\tau_{\nu+1}=\ldots=\tau_{n}=0$ and, hence,

$$
\begin{array}{r}
\mathfrak{p}_{n, v, f}\left(x_{1}, \ldots, x_{n}\right)(t)=\int_{0}^{\infty} \ldots \int_{0}^{\infty} p_{n, v, f}[ \\
\tau_{1}, \ldots, \tau_{\nu}, 0, \ldots, 0 ; x_{1}\left(t-\tau_{1}\right),  \tag{5.24}\\
\left.\ldots, x_{n}\left(t-\tau_{\nu}\right)\right] d \tau_{1} d \tau_{v}
\end{array}
$$

where $p_{n, v, f}$ is the density restricted to the face $f$. According to (2.6),

$$
\begin{equation*}
\left\|x_{j}(t-\tau)\right\|_{Y} \leq\left\|x_{j}\right\|_{\mathcal{C}_{Y}^{T}} \quad \text { for } t \leq T, \tau \geq 0 \tag{5.25}
\end{equation*}
$$

and, hence, we have for $t \leq T$,

$$
\begin{align*}
& \left\|\mathfrak{p}_{n, v, f}\left(x_{1}, \ldots, x_{n}\right)(t)\right\|_{Y} \\
& \quad \leq \int_{0}^{\infty} \ldots \int_{0}^{\infty}\left\|p_{n, v, f}\left[\tau_{1}, \ldots, \tau_{v}, 0, \ldots, 0 ; x_{1}\left(t-\tau_{1}\right), \ldots, x_{n}\left(t-\tau_{\nu}\right)\right]\right\|_{Y} d \tau_{1} \ldots d \tau_{v} \\
& \quad \leq \int_{0}^{\infty} \ldots \int_{0}^{\infty}\left\|p_{n, v, f}\left(\tau_{1}, \ldots, \tau_{v}, 0, \ldots, 0\right)\right\| d \tau_{1} \ldots d \tau_{v} \prod_{j=1}^{n}\left\|x_{j}\right\|_{\mathcal{C}_{Y}^{T}} \\
& \quad=\left\|p_{n, v, f}\right\| \prod_{j=1}^{n}\left\|x_{j}\right\|_{\mathcal{C}_{Y}^{T}} . \tag{5.26}
\end{align*}
$$

Since

$$
\begin{equation*}
\left\|p_{n, v}\right\|=\sum_{f \subset \partial^{v} \mathbb{R}_{+}^{n}}\left\|p_{n, v, f}\right\|, \tag{5.27}
\end{equation*}
$$

then summing up the terms (5.26) over all $f \subset \partial^{\nu} \mathbb{R}_{+}^{n}$ we obtain

$$
\begin{equation*}
\left\|\mathfrak{p}_{n, v}\left(x_{1}, \ldots, x_{n}\right)(t)\right\|_{Y} \leq\left\|p_{n, v}\right\| \prod_{j=1}^{n}\left\|x_{j}\right\|_{\mathcal{C}_{Y}^{T}} \tag{5.28}
\end{equation*}
$$

implying (5.23). Since in the integral (5.12) $t-\tau_{j} \leq t$, then if $x_{j}(t)=0$ for $t \leq 0$ then $\mathfrak{p}_{n, v}\left(x_{1}, \ldots, x_{n}\right)(t)=0$ for $t \leq 0$ and the subspace $\mathcal{C}_{0, Y}^{T}$ is invariant under the action of $\mathfrak{p}_{n, v}$.

Now we define a causal power series which is an abstract version of the nonlinear polarization series (1.12). Namely,

$$
\begin{equation*}
\mathfrak{p}(x)=\sum_{n \geq n_{0}} \mathfrak{p}_{n}(x), \mathfrak{p}_{n}(x)=\mathfrak{p}_{n}\left(x^{n}\right)=\mathfrak{p}_{n}(x, \ldots, x), \tag{5.29}
\end{equation*}
$$

where $\mathfrak{p}_{n}$ are given by (5.14).
We call a series (5.29) strictly causal if it involves only polynomials of the form (5.4). Strictly causal series and polynomials form subsets of respectively sets of the causal series and causal polynomials, as defined by (5.13), (5.29), and, evidently, are singled out by the condition

$$
\begin{equation*}
p_{n, v}=0 \text { if } 0 \leq v \leq n-1 \text { for all } n . \tag{5.30}
\end{equation*}
$$

In other words, for strictly causal series and polynomials the only nonzero densities are $p_{n, n}=p_{n}$. From Lemma 5.2 we readily obtain the following statement.

Lemma 5.3. Let the densities $p_{n, v}$ satisfy

$$
\begin{equation*}
\sum_{\nu=0}^{n}\left\|p_{n, v}\right\| \leq C_{p} \beta_{p}^{-n}, n=0, \ldots \tag{5.31}
\end{equation*}
$$

Then $\mathfrak{p}$ defined by (5.29) is an analytic operator, $\mathfrak{p} \in A\left(C_{p}, \beta_{p}, \mathcal{C}_{Y}^{T}, \mathcal{C}_{Y}^{T}\right)$ for every $T>0$. The subspace $\mathcal{C}_{0, Y}^{T}$ is invariant and $\mathfrak{p} \in A\left(C_{p}, \beta_{p}, \mathcal{C}_{0, Y}^{T}, \mathcal{C}_{0, Y}^{T}\right)$.

In the next section we consider operators involving time derivatives. The following statements deal with such operators. First we give an abstract version of (1.14).

Lemma 5.4. Let for an integer $n \geq 1$ the form $\mathfrak{p}_{n}, n \geq 1$, be strictly causal (see (5.4) and Definition 5.1) with a density $p_{n}(\vec{\tau} ; \cdot)=p_{n, n}(\vec{\tau} ; \cdot)$ being continuous and continuously differentiable in $\vec{\tau} \in \mathbb{R}_{+}^{n}$ up to the boundary $\partial \mathbb{R}_{+}^{n}$ and such that

$$
\begin{equation*}
\left\|\dot{p}_{n, n}\right\|<\infty \tag{5.32}
\end{equation*}
$$

where

$$
\begin{equation*}
\dot{p}_{n, n}(\vec{\tau} ; \cdot)=\sum_{j=1}^{n} \partial_{\tau_{j}} p_{n, n}(\vec{\tau} ; \cdot) . \tag{5.33}
\end{equation*}
$$

Then the composition $\partial_{t} \circ \mathfrak{p}_{n}=\partial_{t} \mathfrak{p}_{n}$ of the form $\mathfrak{p}_{n}$ and the time differentiation operator $\partial_{t}$ is a causal form with the density $\dot{p}_{n, n}(\vec{\tau} ; \cdot)$ given by (5.33) and

$$
\begin{align*}
\dot{p}_{n, n-1}(\vec{\tau} ; \cdot) & =p_{n}(\vec{\tau} ; \cdot) \text { for } \vec{\tau} \in \partial^{n-1} \mathbb{R}_{+}^{n},  \tag{5.34}\\
p_{n, v}(\vec{\tau} ; \cdot) & =0 \text { for } 0<v \leq n-2 .
\end{align*}
$$

Proof. The statements of the lemma follow straightforwardly from the representation (5.4) for the strictly causal forms $\mathfrak{p}_{n}$ and the conditions of the lemma.

Condition 5.5. Let $\mathfrak{q}$ be a strictly causal (see Definition 5.1) operator. The densities $q_{n}(\vec{\tau} ; \cdot), \vec{\tau}=\left(\tau_{1}, \ldots, \tau_{n}\right), n \geq n_{0}$, are assumed to be continuously differentiable in $\left(\tau_{1}, \ldots, \tau_{n}\right)$ on $\mathbb{R}_{+}^{n}$ up to the boundary $\partial \mathbb{R}_{+}^{n}$. We assume that there exist $\beta>0, C_{q}>0$ such that

$$
\begin{equation*}
\int_{\mathbb{R}_{+}^{n}}\left(\left\|q_{n}\right\|+\left\|\sum_{j=1}^{n} \partial_{\tau_{j}} q_{n}\right\|\right) d \vec{\tau}+\int_{\partial^{n-1} \mathbb{R}_{+}^{n}}\left\|q_{n}\right\| d \vec{\tau}<C_{q} \beta^{-n} \tag{5.35}
\end{equation*}
$$

with $\left\|q_{n}\right\|=\left\|q_{n}(\vec{\tau} ; \cdot)\right\|_{Y, Y}$ for $n=n_{0}, n_{0}+1, \ldots$.
Lemma 5.6. Let Condition 5.5 hold. Then $\mathfrak{q} \in A\left(C_{\mathfrak{q}}, R_{\mathfrak{q}}, C_{0, Y}^{T}, C_{0, Y}^{T}\right)$, $\partial_{t} \circ \mathfrak{q} \in$ $A\left(C_{\mathfrak{q}}, R_{\mathfrak{q}}, C_{0, Y}^{T}, C_{0, Y}^{T}\right)$ with $R_{\mathfrak{q}}=\beta, C_{\mathfrak{q}}=C_{q}$.

Proof. The statement directly follows from Lemmas 5.2, 5.3 and 5.4.
The following lemma shows that a composition of causal operators is again a causal operator.

Lemma 5.7. Let forms $\mathfrak{p}_{n, \mu}$ and $\mathfrak{g}_{m_{1}, v_{1}}, \ldots, \mathfrak{g}_{m_{n}, v_{n}}$ be causal. Then the composition of the forms

$$
\begin{equation*}
\mathfrak{s}_{N, \nu}(\cdot)=\mathfrak{p}_{n, \mu}\left(\mathfrak{g}_{m_{1}, \nu_{1}}(\cdot), \ldots, \mathfrak{g}_{m_{n}, v_{n}}(\cdot)\right), N=m_{1}+\cdots+m_{n}, \tag{5.36}
\end{equation*}
$$

is an $N$-linear causal form as in(5.14) with a density $s_{N, v} ;$ if $\mathfrak{p}_{n, v_{0}}$ and $\mathfrak{g}_{m_{1}, \nu_{1}}, \ldots, \mathfrak{g}_{m_{n}, v_{n}}$ are strictly causal then $\mathfrak{s}_{N, v}$ is strictly causal too. In addition to that, if we introduce integers

$$
\begin{equation*}
M_{0}=0, M_{j}=m_{1}+\cdots+m_{j}, j=1, \ldots, n \tag{5.37}
\end{equation*}
$$

then for $0 \leq v \leq n$,

$$
\begin{align*}
s_{N, v}(\vec{\tau} ; \vec{z}) & =\sum_{\nu_{1}+\cdots+v_{n}=\nu} \int_{\partial^{\mu} \mathbb{R}_{+}^{n}} p_{n, \mu}\left(\vec{\tau}^{\prime} ; \check{g}_{v_{1}}, \ldots, \check{g}_{v_{n}}\right) d \vec{\tau}^{\prime} \\
\check{g}_{v_{j}} & =g_{m_{j}, v_{j}}\left(\tau_{M_{j-1}+1}-\tau_{j}^{\prime}, \ldots, \tau_{M_{j}}-\tau_{j}^{\prime} ; z_{M_{j-1}+1}, \ldots, z_{M_{j}}\right) \tag{5.38}
\end{align*}
$$

with the convention (5.18) applied to all forms under the integral. The norm of the density $s_{N, \nu}$ satisfies

$$
\begin{equation*}
\left\|s_{N, v}\right\| \leq\left\|\mathfrak{p}_{n}\right\|\left(\sum_{v_{1}+\cdots+v_{n}=v} \prod_{j=1}^{n}\left\|g_{m_{j}, v_{j}}\right\|\right) . \tag{5.39}
\end{equation*}
$$

Proof. Since the integral over $\partial^{\mu} \mathbb{R}_{+}^{n}$ equals the sum of the integrals over the faces $f \subset \partial^{\mu} \mathbb{R}_{+}^{n}$, and the formula (5.38) is linear with respect to the densities $p_{n, \mu}$ and $\check{g}_{\nu_{j}}$, the integral (5.38) expands into a sum of integrals over faces and it is sufficient to consider the case when the density is non-zero only on one face. Namely, $p_{n}=p_{n, \mu}=p_{n, \mu, f}$ and $g_{m_{j}, v_{j}}=g_{m_{j}, v_{j}, f_{j}}$ are supported respectively on faces $f$ and $f_{j}$. To verify the representation (5.38) for $s_{N, v}$ we plug the expressions for $\mathfrak{g}_{m_{j}, v_{j}}$ with the density $g_{m_{j}, v_{j}, f_{j}}$ into the integral representation (5.12), (5.21) of $\mathfrak{p}_{n, \mu}$ with the integral over the face $f$ of $\partial^{\mu} \mathbb{R}_{+}^{n}$. We get then for such $\mathfrak{p}_{n}\left(\mathfrak{g}_{m_{1}}, \ldots, \mathfrak{g}_{m_{n}}\right)(t)$ the following "long" expression

$$
\begin{equation*}
\int_{\mathbb{R}_{f}^{\mu}} p_{n, \mu, f}\binom{\vec{\tau} ; \int_{\mathbb{R}_{f_{1}}^{\nu_{1}}} g_{m_{1}, v_{1}, f_{1}}\left[\boldsymbol{\tau}_{1}, \boldsymbol{x}_{1}\left(\left(t-\tau_{1}\right) \overrightarrow{1}-\vec{\tau}_{1}\right)\right] d^{\nu_{1}} \boldsymbol{\tau}_{1}, \ldots,}{\int_{\mathbb{R}_{f_{n}}^{v_{n}}} g_{m_{n}, v_{n}, f_{n}}\left[\boldsymbol{\tau}_{n}, \boldsymbol{x}_{n}\left(\left(t-\tau_{n}\right) \overrightarrow{1}-\vec{\tau}_{n}\right)\right] d^{v_{n}} \boldsymbol{\tau}_{n}} d^{\mu} \boldsymbol{\tau} . \tag{5.40}
\end{equation*}
$$

Note that

$$
\begin{equation*}
\boldsymbol{x}_{j}\left(\left(t-\tau_{j}\right) \overrightarrow{1}-\vec{\tau}_{j}\right)=\boldsymbol{x}_{j}\left(\left(t \overrightarrow{1}-\vec{\tau}_{j}\right)-\tau_{j} \overrightarrow{1}\right) \tag{5.41}
\end{equation*}
$$

After the integration with respect to $\tau_{j}$ the result depends only on $p_{n, \mu, f}, g_{m_{j}, v_{j}, f_{j}}$, $t \overrightarrow{1}-\vec{\tau}_{j}$ and on $\boldsymbol{x}_{j}(\cdot)$. To check that the result can be written in the form of a causal integral we use (5.21). For simplicity, we take

$$
\begin{equation*}
f=\left\{\tau_{\mu+1}=\ldots=\tau_{n}=0, \tau_{1}>0, \ldots, \tau_{\mu}>0\right\} \tag{5.42}
\end{equation*}
$$

and, hence, $I_{f} x_{1}=x_{1}, \ldots, I_{f} x_{n}=0$. Then we recast (5.40) changing the order of integration

$$
\begin{align*}
& \int_{\mathbb{R}_{f_{1}}^{\nu_{1}}} d^{\nu_{1}} \boldsymbol{\tau}_{1} \ldots \int_{\mathbb{R}_{f_{n}}^{\nu_{n}}} d^{\nu_{n}} \boldsymbol{\tau}_{n} \int_{\mathbb{R}_{f}^{\mu}} d^{\mu} \boldsymbol{\tau} \\
& p_{n, \mu, f}\left(t \overrightarrow{1}_{f}-\vec{\tau} ; g_{m_{1}, \nu_{1}, f_{1}}\left[\begin{array}{c}
\left.\tau_{1} \overrightarrow{1}_{f_{1}}-\vec{\tau}_{1} ; I_{f_{1}} \boldsymbol{x}_{1}\left(\vec{\tau}_{1}\right)+\left(I-I_{f_{1}}\right) \boldsymbol{x}_{1}(t)\right], \\
\ldots, g_{m_{n}, v_{n}, f_{n}}
\end{array}\right.\right. \tag{5.43}
\end{align*}
$$

Note that in the process of the integration with respect to $d^{\mu} \boldsymbol{\tau}$ the functions $\boldsymbol{x}_{j}\left(\vec{\tau}_{j}\right)$ are constant, and the result is a multi-linear form with respect to $\boldsymbol{z}_{j}=I_{f_{j}} \boldsymbol{x}_{j}\left(\vec{\tau}_{j}\right)+$ $\left(I-I_{f_{j}}\right) \boldsymbol{x}_{j}(t)$. It has the following form:

$$
\begin{aligned}
& \int_{\mathbb{R}_{f_{1}}^{v_{1}}} d^{\nu_{1}} \boldsymbol{\tau}_{1} \ldots \int_{\mathbb{R}_{f_{n}}^{v_{n}}} d^{\nu_{n}} \boldsymbol{\tau}_{n} \\
& \int_{\mathbb{R}_{f}^{\mu}} p_{n, \mu, f}\binom{t \overrightarrow{1}_{f}-\vec{\tau} ; g_{m_{1}, \nu_{1}, f_{1}}\left(\tau_{1} \overrightarrow{1}_{f_{1}}-\vec{\tau}_{1} ; \boldsymbol{z}_{1}\right),}{\ldots, g_{m_{n}, v_{n}, f_{n}}\left(\tau_{n} \overrightarrow{1}_{f_{n}}-\vec{\tau}_{n}, z_{n}\right)} d^{\mu} \boldsymbol{\tau} .
\end{aligned}
$$

Since

$$
\begin{equation*}
\tau_{j} \overrightarrow{1}_{f_{j}}-\vec{\tau}_{j}=\eta_{j}-\left(t-\tau_{j}\right) \overrightarrow{1}_{f_{j}}, \quad \eta_{j}=t \overrightarrow{1}_{f_{j}}-\vec{\tau}_{j} \tag{5.44}
\end{equation*}
$$

the integral with respect to $\boldsymbol{\tau}$ equals the convolution

$$
\begin{align*}
& s_{n, \mu, f, m_{1}, v_{1}, f_{1}, \ldots, m_{n}, v_{n}, f_{n}}\left(\boldsymbol{\eta}_{1}, \ldots, \boldsymbol{\eta}_{n} ; \boldsymbol{z}_{1}, \ldots, \boldsymbol{z}_{n}\right) \\
& =\int_{\mathbb{R}_{f}^{\mu}} p_{n, \mu, f}\left(\vec{\tau} ; g_{m_{1}, v_{1}, f_{1}}\left(\boldsymbol{\eta}_{1}-\tau_{1} \overrightarrow{1}_{f_{1}} ; \boldsymbol{z}_{1}\right), \ldots, g_{m_{\mu}, v_{\mu}, f_{\mu}}\left(\boldsymbol{\eta}_{\mu}-\tau_{\mu} \overrightarrow{1}_{\left.f_{\mu}, \boldsymbol{z}_{\mu}\right)}\right)\right. \\
& \left.\ldots, g_{m_{n}, v_{n}, f_{n}}\left(\boldsymbol{\eta}_{n}, \boldsymbol{z}_{n}\right)\right) d^{\mu} \boldsymbol{\tau} . \tag{5.45}
\end{align*}
$$

Thus (5.40) equals

$$
\begin{aligned}
& \int_{\mathbb{R}_{f_{1}}^{v_{1}}} d^{\nu_{1}} \boldsymbol{\tau}_{1} \ldots \int_{\mathbb{R}_{f_{n}}^{v_{n}}} d^{\nu_{n}} \boldsymbol{\tau}_{n} \\
& s_{n, \mu, f, m 1, \nu_{1}, f_{1}, \ldots}\binom{t \overrightarrow{1}_{f_{1}}-\vec{\tau}_{1}, \ldots, t \overrightarrow{1}_{f_{n}}-\vec{\tau}_{n} ; I_{f_{1}} \boldsymbol{x}_{1}\left(\vec{\tau}_{1}\right)+\left(I-I_{f_{1}}\right) \boldsymbol{x}_{1}(t),}{\ldots, I_{f_{n}} \boldsymbol{x}_{n}\left(\vec{\tau}_{n}\right)+\left(I-I_{f_{n}}\right) \boldsymbol{x}_{n}(t)} .
\end{aligned}
$$

This integral has the form of the right-hand side (5.22) of (5.21) with $\vec{\tau}$ replaced by $\overrightarrow{\boldsymbol{\tau}}=\left(\vec{\tau}_{1}, \ldots, \vec{\tau}_{n}\right)$ and $\boldsymbol{x}$ replaced by $\overrightarrow{\boldsymbol{x}}=\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}\right)$. Therefore (5.40) coincides with a causal integral, in particular $s_{n, \mu, \ldots . .}=0$ when one of $t \overrightarrow{1}_{f_{j}}-\vec{\tau}_{j} \notin f_{j}$ since $t \overrightarrow{1}_{f_{j}}-\vec{\tau}_{j}-\tau_{j} \overrightarrow{1}_{f_{j}} \notin f_{j}$ as well when $\tau_{j} \geq 0$ and $g_{m_{j}, v_{j}, f_{j}}=0$ in this case. Formula (5.38) is obtained by the summation of (5.40) with respect to $f, f_{1}, \ldots, f_{n}$. The boundedness and the continuity properties can also be verified straightforwardly based on (5.45). A direct estimation of the norm of (5.45) yields the inequality

$$
\begin{gather*}
\sup _{\boldsymbol{\eta}_{1}, \ldots, \boldsymbol{\eta}_{n}}\left\|s_{n, \mu, f, m 1, v_{1}, f_{1}, \ldots}\left(\boldsymbol{\eta}_{1}, \ldots, \boldsymbol{\eta}_{n} ; \boldsymbol{z}_{1}, \ldots, \boldsymbol{z}_{n}\right)\right\| \\
\quad \leq\left\|p_{n, \mu, f}\right\| \prod_{j=1}^{n} \sup _{\boldsymbol{\eta}_{j}}\left\|g_{m_{j}, v_{j}, f_{j}}\left(z_{j}\right)\right\| . \tag{5.46}
\end{gather*}
$$

For the density norm of $s_{n}, \ldots$ defined by (5.19) we get

$$
\begin{aligned}
& \int\left\|s_{n, \ldots}(\overrightarrow{\boldsymbol{\eta}}, \overrightarrow{\boldsymbol{z}})\right\| d \overrightarrow{\boldsymbol{\tau}} \\
& \quad \leq \iint\left\|p_{n, \mu, f}(\vec{\tau} ; \cdot)\right\| \prod_{j=1}^{n}\left\|g_{m_{j}, v_{j}, f_{j}}\left(\eta_{j}-\tau_{j} \overrightarrow{1}_{f_{j}}, z_{j}\right)\right\| d \overrightarrow{\boldsymbol{\eta}} d^{\mu} \boldsymbol{\tau} \\
& \quad=\iint\left\|p_{n, \mu, f}\left(t \overrightarrow{1}_{f}-\vec{\tau} ; \cdot\right)\right\| \prod_{j=1}^{n}\left\|g_{m_{j}, v_{j}, f_{j}}\left(\tau_{j} \overrightarrow{1}_{f_{j}}-\vec{\tau}_{j}, z_{j}\right)\right\| d \overrightarrow{\boldsymbol{\tau}} d^{\mu} \boldsymbol{\tau} \\
& \quad \leq \int\left\|p_{n, \mu, f}\left(t \overrightarrow{1}_{f}-\vec{\tau} ; \cdot\right)\right\| d^{\mu} \boldsymbol{\tau} \prod_{j=1}^{n}\left\|g_{m_{j}, v_{j}, f_{j}}\right\| \prod_{i=1}^{m_{j}}\left\|z_{j i}\right\| .
\end{aligned}
$$

Therefore,

$$
\begin{equation*}
\left\|s_{n, \mu, f, m 1, v_{1}, f_{1}, \ldots .}\right\| \leq\left\|p_{n, \mu, f}\right\| \prod_{j=1}^{n}\left\|g_{m_{j}, v_{j}, f_{j}}\right\| \tag{5.47}
\end{equation*}
$$

To get (5.39) from (5.47) by the summation with respect to $f, f_{1}, \ldots, f_{n}$ we use (5.27). The continuity of $s_{n, \mu, f, m 1, v_{1}, f_{1}, \ldots}$ is proven in the following Lemma 5.8.

Lemma 5.8. Let $s\left(\boldsymbol{\eta}_{1}, \ldots, \boldsymbol{\eta}_{n} ; \boldsymbol{z}_{1}, \ldots, \boldsymbol{z}_{n}\right)$ be given by (5.45). Then $s\left(\boldsymbol{\eta}_{1}, \ldots, \boldsymbol{\eta}_{n} ; \cdot\right)$ is continuous up to the boundary with respect to every $\eta_{j} \in f_{j}, j=1, \ldots, \mu$.

Proof. Let us rewrite (5.45) in the form

$$
\begin{align*}
s\left(\vec{\eta} ; z_{1}, \ldots, z_{n}\right)= & \int p\left(\vec{\tau} ; g_{1}\left(\boldsymbol{\eta}_{1}-\tau_{1} \overrightarrow{1}_{f_{1}} ; z_{1}\right)\right. \\
& \left.\ldots, g_{\mu}\left(\boldsymbol{\eta}_{\mu}-\tau_{\mu} \overrightarrow{1}_{f_{\mu}}, \boldsymbol{z}_{\mu}\right), \ldots, g_{n}\left(\boldsymbol{\eta}_{n}, z_{n}\right)\right) d^{\mu} \boldsymbol{\tau} \tag{5.48}
\end{align*}
$$

where

$$
\begin{equation*}
g_{1}=g_{m_{1}, v_{1}, f_{1}}, \ldots, g_{n}=g_{m_{n}, v_{n}, f_{n}}, p=p_{n, \mu, f}, \vec{\eta}=\left(\boldsymbol{\eta}_{1}, \ldots, \boldsymbol{\eta}_{n}\right) \tag{5.49}
\end{equation*}
$$

Let us pick any $z_{1}, \ldots, z_{n}$ such that $\left\|z_{j i}\right\|_{Y}=1$. Below we will skip $z_{1}, \ldots, z_{n}$ in the notation. Consider a sequence $\vec{\eta}_{l} \rightarrow \vec{\eta}_{0}, l \rightarrow \infty$. Let us also pick a small $\epsilon>0$ and show that for large $N$,

$$
\begin{equation*}
\left\|s\left(\vec{\eta}_{l}\right)-s\left(\vec{\eta}_{0}\right)\right\|_{Y}<\epsilon, l \geq N . \tag{5.50}
\end{equation*}
$$

Notice that since

$$
\begin{equation*}
\left\|g_{m_{j}, v_{j}, f_{j}}\left(\eta_{j}\right)\right\| \leq C_{n}, j=1, \ldots, n \tag{5.51}
\end{equation*}
$$

and (5.20) holds, we can always find large enough $\rho$ to get for all $\vec{\eta}$ the following inequality:

$$
\int_{\substack{\{|\boldsymbol{\tau}| \geq \rho\} \\<\epsilon / 6}}\left\|p\left(\vec{\tau}^{\prime} ; g_{1}\left(\boldsymbol{\eta}_{1}-\tau_{1} \overrightarrow{1}_{f_{1}} ;\right), \ldots, g_{\mu}\left(\boldsymbol{\eta}_{\mu}-\tau_{\mu} \overrightarrow{1}_{f_{\mu}},\right), \ldots, g_{n}\left(\boldsymbol{\eta}_{n},\right)\right)\right\|_{Y} d^{\mu} \boldsymbol{\tau}
$$

Let the number $T_{0 j}$ be defined to satisfy the following relations $\eta_{j 0}-\tau_{j} \overrightarrow{1}_{f_{j}} \in f_{j}$ for $0 \leq \tau_{j}<T_{0 j}, \boldsymbol{\eta}_{j 0}-\tau_{j} \overrightarrow{1}_{f_{j}} \notin f_{j}$ for $\tau_{j}>T_{0 j}$. Such a number $T_{0 j}$ exists and is unique since $f_{j}$ is convex. For $\delta>0$ we set

$$
\begin{equation*}
\Omega_{\delta}=\left\{\boldsymbol{\tau} \in f:|\boldsymbol{\tau}| \leq \rho,\left|\tau_{j}-T_{0 j}\right|<\delta, \text { for one of } j=1, \ldots, \mu\right\} \tag{5.52}
\end{equation*}
$$

and we choose $\delta$ to be so small that

$$
\int_{\Omega_{\delta}}\left\|p\left(\vec{\tau} ; g_{1}\left(\boldsymbol{\eta}_{1}-\tau_{1} \overrightarrow{\mathrm{l}}_{f_{1}}\right), \ldots, g_{\mu}\left(\boldsymbol{\eta}_{\mu}-\tau_{\mu} \overrightarrow{\mathrm{r}}_{f_{\mu}}\right), \ldots, g_{n}\left(\boldsymbol{\eta}_{n}\right)\right)\right\|_{Y} d^{\mu} \boldsymbol{\tau}<\epsilon / 6
$$

We choose $N_{0}$ to be so large that $\left|\boldsymbol{\eta}_{j l}-\boldsymbol{\eta}_{j 0}\right|<\delta / 2$ when $l \geq N_{0}$ for all $j$. Notice that $g_{j}\left(\eta_{j l}-\tau_{j} \overrightarrow{1}_{f_{j}}\right)$ vanishes when $\tau_{j}>T_{0 j}+\delta$ according to (5.18) since $\left|\boldsymbol{\eta}_{j l}-\boldsymbol{\eta}_{j 0}\right|<$ $\delta$ and $\boldsymbol{\eta}_{j l}-\tau_{j} \overrightarrow{1}_{f_{j}} \notin f_{j}$ in this case. Therefore the integrand in (5.48) with $\overrightarrow{\boldsymbol{\eta}}=\vec{\eta}_{l}$ is non-zero only when $0 \leq \tau_{j} \leq T_{0 j}+\delta / 2, j=1, \ldots, \mu$; we denote this domain by $D$. Consider now

$$
\begin{gather*}
\int_{D \cap\{|\tau| \leq \rho\} \backslash \Omega_{\delta}}\|\bar{p}\|_{Y} d^{\mu} \boldsymbol{\tau}  \tag{5.53}\\
\bar{p}=p\left(\vec{\tau} ; g_{1}\left(\eta_{1 l}-\tau_{1} \overrightarrow{1}_{f_{1}}\right), \ldots, g_{\mu}\left(\boldsymbol{\eta}_{\mu l}-\tau_{\mu} \overrightarrow{1}_{f_{\mu}}\right), \ldots, g_{n}\left(\boldsymbol{\eta}_{n l}\right)\right) \\
-p\left(\vec{\tau} ; g_{1}\left(\eta_{10}-\tau_{1} \overrightarrow{1}_{f_{1}}\right), \ldots, g_{\mu}\left(\boldsymbol{\eta}_{\mu 0}-\tau_{\mu} \overrightarrow{1}_{f_{\mu}}\right), \ldots, g_{n}\left(\boldsymbol{\eta}_{n 0}\right)\right)
\end{gather*}
$$

with $l \geq N_{0}$. We would like to show that the domain of this integral is such that $\boldsymbol{\eta}_{j l}-\tau_{j} \overrightarrow{1}_{f_{j}} \in f_{j}, j=1, \ldots, \mu$. Indeed, if $\tau_{j} \leq T_{0 j}+\delta / 2, \boldsymbol{\eta}_{j l}-\tau_{j} \overrightarrow{1}_{f_{j}} \notin f_{j}$ then $\eta_{j l}-\tau_{j}^{\prime} \overrightarrow{1}_{f_{j}}=\xi \in \partial f_{j}, 0 \leq \tau_{j}^{\prime} \leq \tau_{j}$, and we have all $\xi_{i} \geq 0, \xi_{i_{0}}=0$ for some $i_{0} \leq v_{j}$. Since $\left|\boldsymbol{\eta}_{j l}-\boldsymbol{\eta}_{j 0}\right|<\delta / 2$, the $i_{0}^{\text {th }}$ coordinate $\eta_{j 0 i_{0}}$ of $\boldsymbol{\eta}_{j 0}-\tau_{j}^{\prime} \overrightarrow{1}_{f_{j}}$ satisfies $\left|\eta_{j 0 i_{0}}\right|<\delta / 2$, and, hence, $\eta_{j 0}-\tau_{j}^{\prime} \overrightarrow{1}_{f_{j}}-\beta \overrightarrow{1}_{f_{j}} \notin f_{j}$ for $\beta \geq \delta / 2$, therefore $\tau_{j}+\delta / 2>T_{0 j}$. Therefore $\left|T_{0 j}-\tau_{j}\right| \leq \delta / 2$ and $\tau \in \Omega_{\delta}$. This contradicts the requirement $\tau \in D \cap\{|\tau| \leq \rho\} \backslash \Omega_{\delta}$.

Since all the arguments $\boldsymbol{\eta}_{j l}-\tau_{j} \overrightarrow{1}_{f_{j}}$ and $\boldsymbol{\eta}_{j 0}-\tau_{j} \overrightarrow{1}_{f_{j}}$ in (5.53) are shown to be in $f_{j}$, the functions $g_{j}$ are continuous on the closed bounded set $D \cap\{|\boldsymbol{\tau}| \leq \rho\} \backslash \Omega_{\delta}$. Hence

$$
\begin{equation*}
\left\|g_{j}\left(\eta_{j l}-\tau_{j} \overrightarrow{1}_{f_{j}}\right)-\left(\eta_{j 0}-\tau_{j} \overrightarrow{1}_{f_{j}}\right)\right\|_{Y} \leq \epsilon_{l}, j=1, \ldots, n \tag{5.54}
\end{equation*}
$$

where $\epsilon_{l} \rightarrow 0$ as $l \rightarrow \infty$. Since $\|p(\vec{\tau})\|$ is bounded, the integral (5.53) is not greater than $\epsilon / 6$ when $l \geq N_{1}$ for large enough $N_{1}$. Splitting $s\left(\vec{\eta}_{l}\right)-s\left(\vec{\eta}_{0}\right)$ into the sum of integrals over the following three domains $D \cap\{|\boldsymbol{\tau}| \geq \rho\}, D \cap \Omega_{\delta}$ and $D \cap\{|\boldsymbol{\tau}| \leq \rho\} \backslash \Omega_{\delta}$ and using the above estimates we obtain (5.50).

## 6. Abstract Nonlinear Maxwell Equations

A substantial part of the nonlinear analysis of the Maxwell equations can be carried out in an abstract and simpler form as it is shown below. Conditions imposed on quantifies of interest are motivated by the original nonlinear Maxwell equations.

Let $\mathfrak{m}$ be a linear self-adjoint operator in $\mathcal{H}$, and let us consider the equation

$$
\begin{equation*}
\partial_{t} u=-i \mathfrak{m} u-j(t) \tag{6.1}
\end{equation*}
$$

We assume that for negative times everything is at rest, i.e.

$$
\begin{equation*}
j(t)=0, u(t)=0, t \leq 0 \tag{6.2}
\end{equation*}
$$

The properties of solutions (6.1) are described in terms of the nested Hilbert spaces

$$
\begin{equation*}
\mathcal{H}_{\mathfrak{m}}^{s}=\left\{u: \mathfrak{m}^{s} u \in \mathcal{H}\right\}, \quad \mathcal{H}_{\mathfrak{m}}^{s}=\mathcal{H}_{\mathfrak{m}^{s}} \subset \mathcal{H}, s=1,2, \ldots \tag{6.3}
\end{equation*}
$$

with the norms defined by (3.45) with $B=\mathfrak{m}$. In terms of the spectral projections $P(\lambda)$ associated with the operator $\mathfrak{m}$ we can write

$$
\begin{equation*}
\mathfrak{m}^{s} u=\int_{-\infty}^{\infty} \lambda^{s} d P(\lambda) u, \quad\|u\|_{\mathcal{H}_{\mathfrak{m}}^{s}}^{2}=\int_{-\infty}^{\infty}\left(\lambda^{2 s}+1\right) d(P(\lambda) u, u)_{\mathcal{H}} \tag{6.4}
\end{equation*}
$$

Observe that, in view of the self-adjointness of $\mathfrak{m}$ in $\mathcal{H}$, the operator of linear evolution $e^{i \mathfrak{m} t}$ is unitary in $\mathcal{H}$. Besides, every $\mathcal{H}_{\mathfrak{m}}^{s}$ is invariant under the action of $e^{i \mathfrak{m} t}$, and $e^{i \mathfrak{m} t}$ is also unitary on $\mathcal{H}_{\mathfrak{m}}^{s}$ since

$$
\begin{equation*}
\left(e^{i \mathfrak{m} t} u, e^{i \mathfrak{m} t} v\right)_{\mathcal{H}_{\mathfrak{m}}^{s}}=\left(\mathfrak{m}^{s} e^{i \mathfrak{m} t} u, \mathfrak{m}^{s} e^{i \mathfrak{m} t} v\right)=\left(\mathfrak{m}^{s} u, \mathfrak{m}^{s} v\right)=(u, v)_{\mathcal{H}_{\mathfrak{m}}^{s}} \tag{6.5}
\end{equation*}
$$

The solution to Eq. (6.1) under the conditions (6.2) takes the form

$$
\begin{equation*}
u_{0}(t)=-\int_{-\infty}^{t} e^{-i \mathfrak{m}\left(t-t^{\prime}\right)} j\left(t^{\prime}\right) d t^{\prime} \tag{6.6}
\end{equation*}
$$

The validity of this representation is given by the following lemma.
Lemma 6.1. Let $\mathcal{H}$ be a separable Hilbert space and $\mathfrak{m}$ be a self-adjoint operator in it. Let $j(\cdot) \in C_{0, \mathcal{H}^{s}}^{T}, s \geq 1$. Then $e^{i \mathfrak{m} t} j(t)$ is a continuous $\mathcal{H}_{\mathfrak{m}}^{s}$-valued function of $t$. Let

$$
\begin{equation*}
u(t)=-\int_{-\infty}^{t} e^{-i \mathfrak{m}\left(t-t^{\prime}\right)} j\left(t^{\prime}\right) d t^{\prime} \tag{6.7}
\end{equation*}
$$

Then $u(\cdot) \in C_{0, \mathcal{H}_{\mathfrak{m}}^{s}}^{T}, \partial_{t} u(\cdot) \in C_{0, \mathcal{H}_{\mathfrak{m}}^{s-1}}^{T}$,

$$
\begin{align*}
\|u(t)\|_{\mathcal{H}_{\mathfrak{m}}^{s}} & \leq \int_{0}^{t}\left\|j\left(t^{\prime}\right)\right\|_{\mathcal{H}_{\mathfrak{m}}^{s}} d t^{\prime},\left\|\partial_{t} u(t)\right\|_{\mathcal{H}_{\mathfrak{m}}^{s-1}} \\
& \leq \int_{0}^{t}\left\|j\left(t^{\prime}\right)\right\|_{\mathcal{H}_{\mathfrak{m}}^{s}} d t^{\prime}+\|u(t)\|_{\mathcal{H}_{\mathfrak{m}}^{s}} \tag{6.8}
\end{align*}
$$

and $u(\cdot)$ satisfies Eq. (6.1) in $C_{\mathcal{H}_{\mathfrak{m}}^{s-1}}^{T}$. The solution operator $\left(\partial_{t}+i \mathfrak{m}\right)^{-1}: j(\cdot) \mapsto u(\cdot)$ given by (6.7) extends by continuity to a bounded operator from $L_{1}\left([-\infty, T] ; \mathcal{H}_{\mathfrak{m}}^{s}\right)$ to $C_{\mathcal{H}_{\mathrm{m}}^{s}}^{T}$ with the norm

$$
\begin{equation*}
\left\|\left(\partial_{t}+i \mathfrak{m}\right)^{-1} j\right\|_{\mathcal{C}_{\mathcal{H}_{\mathfrak{m}}^{s}}^{T}} \leq\|j\|_{L_{1}\left([-\infty, T] ; \mathcal{H}_{\mathfrak{m}}^{s}\right)} \text { for any } T \geq 0 \tag{6.9}
\end{equation*}
$$

and $\left(\partial_{t}+i \mathfrak{m}\right)^{-1} L_{1,0}\left([-\infty, T] ; \mathcal{H}_{\mathfrak{m}}^{s}\right) \subset C_{0, \mathcal{H}_{\mathfrak{m}}^{s}}^{T}$. The operator $\partial_{t}\left(\partial_{t}+i \mathfrak{m}\right)^{-1}$ extends to a bounded operator from $L_{1}\left([-\infty, T] ; \mathcal{H}_{\mathfrak{m}}^{s}\right)$ to $C_{\mathcal{H}_{\mathfrak{m}}^{s-1}}^{T}$.

Proof. The linear operator $e^{i \mathrm{~m} t}$ continuously depends on $t$ in the strong operator topology and is uniformly bounded (it is unitary in $\mathcal{H}_{\mathfrak{m}}^{s}$ for every $t$ ), $j(t)$ continuously depends on $t$. Therefore $e^{i \mathfrak{m} t} j(t)$ is a continuous function of $t$. The function

$$
\begin{equation*}
\int_{-\infty}^{t} e^{i \mathfrak{m} t^{\prime}} j\left(t^{\prime}\right) d t^{\prime} \tag{6.10}
\end{equation*}
$$

is a continuously differentiable $\mathcal{H}_{\mathfrak{m}}^{s}$-valued function of $t$ and

$$
\begin{equation*}
\partial_{t} \int_{-\infty}^{t} e^{i \mathfrak{m} t^{\prime}} j\left(t^{\prime}\right) d t^{\prime}=e^{i \mathfrak{m} t} j(t) \tag{6.11}
\end{equation*}
$$

Let us introduce

$$
\begin{equation*}
u_{0}(t)=-\int_{-\infty}^{t} e^{-i \mathfrak{m}\left(t-t^{\prime}\right)} j\left(t^{\prime}\right) d t^{\prime}=-e^{-i \mathfrak{m} t} \int_{-\infty}^{t} e^{i \mathfrak{m} t^{\prime}} j\left(t^{\prime}\right) d t^{\prime} \tag{6.12}
\end{equation*}
$$

which is a continuous function of $t$ in $\mathcal{H}_{\mathfrak{m}}^{s}$. The operator $e^{-i \mathfrak{m} t}$ considered as an operator from $\mathcal{H}_{\mathfrak{m}}^{s}$ to $\mathcal{H}_{\mathfrak{m}}^{s-1}$ is strongly differentiable with respect to $t$ and

$$
\begin{equation*}
\partial_{t} u_{0}(t)=i \mathfrak{m} e^{-i \mathfrak{m} t} \int_{-\infty}^{t} e^{i \mathfrak{m} t^{\prime}} j\left(t^{\prime}\right) d t^{\prime}-j(t) \tag{6.13}
\end{equation*}
$$

Consequently, (6.1) holds with both parts being in $\mathcal{H}_{\mathfrak{m}}^{s-1}$. Obviously, $u_{0}(t)=0, t<0$. The inequalities (6.8) follow straightforwardly from (6.6), (6.13). Note that (6.8) implies

$$
\begin{equation*}
\left\|u_{0}\right\|_{\mathcal{C}_{\mathcal{H}_{\mathrm{m}}^{s}}^{T}} \leq \int_{-\infty}^{T}\|j(t)\|_{\mathcal{H}_{\mathrm{m}}^{s}} d t \text { for any } T \geq 0 \tag{6.14}
\end{equation*}
$$

which, in turn, yields the boundedness of the operator $\left(\partial_{t}+i \mathfrak{m}\right)^{-1}$ together with the inequality (6.9). Using this inequality we extend $\left(\partial_{t}+i \mathfrak{m}\right)^{-1}$ to functions $j(t)$ having the following norm bounded:

$$
\begin{equation*}
\|j\|_{L_{1}\left([-\infty, T] ; \mathcal{H}_{\mathfrak{m}}^{s}\right)}=\int_{-\infty}^{T}\left\|j\left(t^{\prime}\right)\right\|_{\mathcal{H}_{\mathfrak{m}}^{s} \mathcal{H}^{s}} d t^{\prime}<\infty \tag{6.15}
\end{equation*}
$$

The inequalities (6.8) imply the boundedness of the operator $\partial_{t}\left(\partial_{t}+i \mathfrak{m}\right)^{-1}$ from $L_{1}\left([-\infty, T] ; \mathcal{H}^{s}\right)$ to $\mathcal{C}_{\mathcal{H}_{\mathrm{m}}^{s-1}}^{T}$.

We use the formula (6.7) to define the action of the operator $\left(\partial_{t}+i \mathfrak{m}\right)^{-1}$ on $L_{1}\left(\left[-\infty, T ; \mathcal{H}_{\mathfrak{m}}^{s}\right]\right)$ yielding a solution to (6.1). In particular, we use (6.12) for $j \in$ $L_{1,0}\left(\left[-\infty, T ; \mathcal{H}_{\mathfrak{m}}^{s}\right]\right)$.

Let us look at a modification of the linear evolution equation (6.1) by inserting there a nonlinearity $\mathfrak{q}$ to get an abstract version of the Maxwell equations (7.36). An abstract version $\mathfrak{q}$ of the operator $\mathfrak{q}$ given by (7.37) acts on trajectories $u(t),-\infty<t<T$, in $\mathcal{H}_{\mathfrak{m}}^{s}$ rather than just states in $\mathcal{H}_{\mathfrak{m}}^{s}$. We assume $\mathfrak{q}$ to be a strictly causal analytic function of $u \in \mathcal{C}_{0, \mathcal{H}_{\mathfrak{m}}^{s}}^{T}$ represented by a power series as in (5.29) (see Definition 5.1).

Our abstract version of the nonlinear Maxwell equations is

$$
\begin{equation*}
\partial_{t} u=-i \mathfrak{m}\{u+\mathfrak{q}(u)\}(t)-j(t), j(t)=u(t)=0, t \leq 0 . \tag{6.16}
\end{equation*}
$$

Now we recast Eq. (6.16) to "eliminate" the action of the unbounded operator $\mathfrak{m}$ onto the nonlinearity. We introduce 4, 5

$$
\begin{equation*}
w=u+\mathfrak{q}(u) \tag{6.17}
\end{equation*}
$$

and recast (6.16) as

$$
\begin{equation*}
\partial_{t} w=-i \mathfrak{m} w(t)+\partial_{t} \mathfrak{q}(u)-j(t) \tag{6.18}
\end{equation*}
$$

(see Lemma 6.2 for a justification). By Lemma 6.1 Eq. (6.18) is equivalent to the following equation:

$$
\begin{equation*}
w(t)=u_{0}(t)+\int_{-\infty}^{t} e^{-i \mathfrak{m}\left(t-t^{\prime}\right)} \partial_{t} \mathfrak{q}(u)\left(t^{\prime}\right) d t^{\prime} \tag{6.19}
\end{equation*}
$$

Expressing $w$ in terms of $u$ we get

$$
\begin{equation*}
u(t)=u_{0}(t)-\mathfrak{q}(u)+\int_{-\infty}^{t} e^{-i \mathfrak{m}\left(t-t^{\prime}\right)} \partial_{t} \mathfrak{q}(u)\left(t^{\prime}\right) d t^{\prime} \tag{6.20}
\end{equation*}
$$

To write (6.20) in the form of (4.24) we introduce the operator

$$
\begin{equation*}
\mathfrak{R}(u)(t)=-\mathfrak{q}(u)+\int_{-\infty}^{t} e^{-i \mathfrak{m}\left(t-t^{\prime}\right)} \partial_{t} \mathfrak{q}(u)\left(t^{\prime}\right) d t^{\prime}, t \leq T \tag{6.21}
\end{equation*}
$$

which allows us to rewrite (6.20) as

$$
\begin{equation*}
u=u_{0}+\Re(u) \tag{6.22}
\end{equation*}
$$

The next lemma shows Eqs. (6.16), (6.20) under natural conditions are equivalent.
Lemma 6.2. Let $j \in L_{1,0}\left(\left[-\infty, T ; \mathcal{H}_{\mathfrak{m}}^{s}\right]\right)$, operators $u \rightarrow \partial_{t} \mathfrak{q}(u)$ and $u \rightarrow \mathfrak{q}(u)$ act from the neighborhood $\Omega_{r_{1}}=\left\{u:\|u\|_{C_{\mathcal{H}_{\mathrm{m}}^{s}}^{T}} \leq r_{1}\right\}$ of zero in $C_{0, \mathcal{H}_{\mathrm{m}}^{s}}^{T}$ into $C_{\mathcal{H}_{\mathrm{m}}^{s}}^{T}$. Let $u \in \Omega_{r_{1}} \subset C_{0, \mathcal{H}_{\mathfrak{m}}^{s}}^{T}$ be a solution to (6.20). Then, first, $\partial_{t} u \in C_{0, \mathcal{H}_{\mathfrak{m}}^{s-1}}^{T}$ and, second, $u(t)$ is a solution to (6.16) for $t \leq T$. Conversely, if $u$ belongs to $\Omega_{r_{1}} \subset C_{0, \mathcal{H}_{\mathrm{m}}^{s}}^{T}, \partial_{t} u \in C_{0, \mathcal{H}_{\mathrm{m}}^{s-1}}^{T}$ and $u(t)$ is a solution of (6.16) then $u$ is a solution of (6.20).

Proof. If $u$ is a solution of (6.20) then by Lemma $6.1 \partial_{t} u \in C_{0, \mathcal{H}_{\mathfrak{m}}^{s-1}}^{T}$. For $w=u+\mathfrak{q}(u)$ obviously $w \in \Omega_{r_{1}+r_{2}}$ and $\partial_{t} w \in \mathcal{H}_{\mathfrak{m}}^{s-1}$. By the assumptions $\mathfrak{q}(u), \partial_{t} \mathfrak{q}(u) \in C_{0, \mathcal{H}_{\mathfrak{m}}^{s}}^{T}$ and the equality (6.19) holds. By Lemma 6.1 we get (6.18) and since $\partial_{t} w=\partial_{t} u+\partial_{t} \mathfrak{q}(u)$ we get (6.16). Conversely, if $u \in \Omega_{r_{1}}$ we get (6.18), then by Lemma 6.1 we get the equalities (6.19) and (6.20).

Now we prove our main statements on the abstract Maxwell equations (6.16).
Theorem 6.3. Let $\mathcal{H}$ be a separable Hilbert space and $\mathfrak{m}$ be a self-adjoint operator in it. Let $T>0, \mathfrak{q}$ be an analytic function in $C_{0, \mathcal{H}_{\mathfrak{m}}^{s}}^{T}$, and constants $C_{\mathfrak{q}}$ and $R_{\mathfrak{q}}$ be such that $\mathfrak{q} \in A\left(C_{\mathfrak{q}}, R_{\mathfrak{q}}, C_{0, \mathcal{H}_{\mathfrak{m}}^{s}}^{T}, C_{0, \mathcal{H}_{\mathfrak{m}}^{s}}^{T}\right)$ and $\partial_{t} \mathfrak{q} \in A\left(C_{\mathfrak{q}}, R_{\mathfrak{q}}, C_{0, \mathcal{H}_{\mathfrak{m}}^{s}}^{T}, C_{0, \mathcal{H}_{\mathfrak{m}}^{s}}^{T}\right)$. Let $n_{0} \geq 2$, $\mathfrak{q}_{n}=0$ for $n \leq n_{0}-1, \mathfrak{q}_{n_{0}} \neq 0$. Let $j \in L_{1,0}\left([-\infty, T] ; \mathcal{H}_{\mathfrak{m}}^{s}\right)$ and

$$
\begin{equation*}
\|j\|_{L_{1}\left([-\infty, T] ; \mathcal{H}_{\mathfrak{m}}^{s}\right)}=\int_{-\infty}^{T}\|j(t)\|_{\mathcal{H}_{\mathfrak{m}}^{s}} d t \leq \delta_{0} \tag{6.23}
\end{equation*}
$$

where $\delta_{0}$ is small enough for the following condition to hold:

$$
\begin{equation*}
1+T<\frac{1}{\delta_{0}} \frac{R_{\mathfrak{q}}\left(R_{\mathfrak{q}}-4 \delta_{0}\right)}{8 C_{\mathfrak{q}}} . \tag{6.24}
\end{equation*}
$$

Then there exists a solution $u \in C_{0, \mathcal{H}_{\mathrm{m}}^{s}}^{T}$ of the the abstract Maxwell equation (6.20). The solution $u=\mathcal{U}\left(u_{0}\right)$ is a uniquely determined analytic function of $u_{0}$ with $\mathcal{U}$ being an analytic operator in $C_{0, \mathcal{H}_{\mathfrak{m}}^{s}}^{T}$. In particular, $u$ expands into the convergent series

$$
\begin{align*}
& u(t)=\mathcal{U}\left(u_{0}\right)(t)=u_{0}(t)+\sum_{n \geq n_{0}} \mathcal{U}_{n}\left(u_{0}\right)(t),  \tag{6.25}\\
&\left\|\mathcal{U}_{n}\left(u_{0}\right)\right\|_{C_{0, \mathcal{H}_{\mathfrak{m}}^{s}}^{T}} \leq C_{* G} R_{* G}^{-n}\left\|u_{0}\right\|_{C_{0, \mathcal{H}_{\mathfrak{m}}^{s}}^{n}}^{n} \quad n \geq n_{0}, \tag{6.26}
\end{align*}
$$

with $C_{* G}$ and $R_{* G}$ as in Theorem 4.8, where $R_{F}=R_{\mathfrak{q}}, C_{F}=(1+T) C_{\mathfrak{q}}, \gamma_{L}=1$. The operators $\mathcal{U}_{n}$ can be found from the following recursive relations:

$$
\begin{equation*}
\mathcal{U}_{n}=\sum_{m \geq n_{0}, n_{1}+\cdots+n_{m}=n} \Re_{m}\left(\mathcal{U}_{n_{1}}, \ldots, \mathcal{U}_{n_{m}}\right), \mathcal{U}_{1} \text { is the identity operator }, \tag{6.27}
\end{equation*}
$$

with $\Re_{n}$ being given by

$$
\begin{equation*}
\mathfrak{R}_{n}(u)(t)=-\mathfrak{q}_{n}(u)(t)+\int_{-\infty}^{t} e^{-i \mathfrak{m}\left(t-t^{\prime}\right)}\left[\partial_{t} \mathfrak{q}_{n}(u)\right]\left(t^{\prime}\right) d t^{\prime}, \quad n \geq n_{0} \geq 2 \tag{6.28}
\end{equation*}
$$

The first significant term $\mathcal{U}_{n_{0}}$ in (6.25), the first nonlinear response, has the following representation:

$$
\begin{align*}
\mathcal{U}_{n_{0}}\left(u_{0}\right)(t) & =\mathfrak{R}_{n_{0}}\left(u_{0}\right)(t) \\
& =-\mathfrak{q}_{n_{0}}\left(u_{0}\right)+\int_{0}^{t} e^{-i \mathfrak{m}\left(t-t^{\prime}\right)}\left[\partial_{t^{\prime}} \mathfrak{q}_{n_{0}}\left(u_{0}\right)\right]\left(t^{\prime}\right) d t^{\prime} \\
& =-i \int_{0}^{t} e^{-i \mathfrak{m}\left(t-t^{\prime}\right)} \mathfrak{m q}_{n_{0}}\left(u_{0}\right)\left(t^{\prime}\right) d t^{\prime} . \tag{6.29}
\end{align*}
$$

Any solution of (6.20) satisfying $\|u\|_{C_{0, \mathcal{H}_{\mathrm{m}}^{s}}^{T_{\delta}}} \leq \delta$ with a sufficiently small $\delta$ is unique. If $n_{0}>2$ and $\delta_{0} \leq R_{\mathfrak{q}} / 8$ the condition (6.24) can be replaced by

$$
\begin{equation*}
1+T<\frac{R_{\mathfrak{q}}\left(8 \delta_{0} / R_{\mathfrak{q}}\right)^{1-n_{0}}}{2 C_{\mathfrak{q}}} \tag{6.30}
\end{equation*}
$$

Proof. Equation (6.20) when rewritten as (6.22) is of the form of Eq. (4.24) with $z=u$, $X=C_{0, \mathcal{H}_{\mathrm{m}}^{s}}^{T}, x=u_{0}, L$ being the identity operator. The $n$-linear operators $F_{n}=\mathfrak{R}_{n}$ in the series decomposition of $F=\mathfrak{R}$ are defined by (6.28). To apply Theorem 4.8 we need to estimate the norms of the $n$-linear operators $F_{n}$. Since $\partial_{t} \mathfrak{q}_{n}(u) \in C_{0, \mathcal{H}_{\mathrm{m}}^{s}}^{T}$, $\left[\partial_{t} \mathfrak{q}_{n}(u)\right]\left(t^{\prime}\right)=0$ for $t \leq 0$ and $e^{-i \mathfrak{m}\left(t-t^{\prime}\right)}$ are unitary in $\mathcal{H}_{\mathfrak{m}}^{s}$, then for $t \geq 0, t \leq T$, in view of (5.35) we have

$$
\begin{aligned}
\left\|\int_{-\infty}^{t} e^{-i \mathfrak{m}\left(t-t^{\prime}\right)} \partial_{t} \mathfrak{q}_{n}(u)\left(t^{\prime}\right) d t^{\prime}\right\|_{\mathcal{H}_{\mathfrak{m}}^{s}} & \leq \int_{0}^{t}\left\|\partial_{t} \mathfrak{q}_{n}(u)\left(t^{\prime}\right)\right\|_{\mathcal{H}_{\mathfrak{m}}^{s}} d t^{\prime} \\
& \leq t \sup _{t^{\prime} \leq t}\left\|\partial_{t} \mathfrak{q}_{n}(u)\left(t^{\prime}\right)\right\|_{\mathcal{H}_{\mathfrak{m}}^{s}} \leq T\left\|\partial_{t} \mathfrak{q}_{n}(u)\right\|_{C_{0, \mathcal{H}_{\mathfrak{m}}^{s}}}
\end{aligned}
$$

Since $\mathfrak{q}, \partial_{t} \mathfrak{q} \in A\left(C_{\mathfrak{q}}, R_{\mathfrak{q}}, C_{0, \mathcal{H}_{\mathfrak{m}}^{s}}^{T}, C_{0, \mathcal{H}_{\mathfrak{m}}^{s}}^{T}\right)$ we obtain from (6.28) that

$$
\begin{equation*}
\left\|\Re_{n}(u)\right\|_{X} \leq(1+T) C_{\mathfrak{q}} R_{\mathfrak{q}}^{-n}\|u\|_{X}^{n}, n=2,3, \ldots . \tag{6.31}
\end{equation*}
$$

Observe that $\|L\|=1$. The inequality (6.31) implies that $\mathfrak{R}$ belongs to the class $A\left((1+T) C_{\mathfrak{q}}, R_{\mathfrak{q}}, X, X\right)$. We would like to apply now Theorem 4.8 and Corollary 4.11 with $R_{F}=R_{\mathfrak{q}}, C_{F}=(1+T) C_{\mathfrak{q}}, \gamma_{L}=1$. By Theorem $4.8 u=G\left(u_{0}\right)$, $G \in A_{*}\left(C_{* G}, R_{* G}, X, X\right)$, and, hence, setting $G=\mathcal{U}$ we obtain the relations (6.25), (6.26). Note that according to (6.23) and (6.14) $\left\|u_{0}\right\|_{Y} \leq \delta_{0}$. By Corollary $4.11 G\left(u_{0}\right)$ is defined for

$$
\begin{equation*}
\left\|u_{0}\right\|_{Y} \leq \delta_{0}<\alpha R_{* G^{\prime}} \tag{6.32}
\end{equation*}
$$

where $R_{* G^{\prime}}$ is given by (4.56), that is

$$
\begin{equation*}
R_{* G^{\prime}}=\frac{R_{F}^{2}}{2\left(R_{F}+2 C_{F^{\prime}}+2 \sqrt{R_{F} C_{F^{\prime}}+C_{F^{\prime}}^{2}}\right)}, C_{F^{\prime}}=\alpha^{n_{0}-1} C_{F} \tag{6.33}
\end{equation*}
$$

Note that $2 \sqrt{C_{F^{\prime}}} \sqrt{R_{F}+C_{F^{\prime}}} \leq R_{F}+C_{F^{\prime}}+C_{F^{\prime}}$, and, hence, the condition $\delta_{0}<\alpha R_{* G}$ is satisfied for $\delta_{0} / \alpha<R_{F}^{2} /\left[4\left(R_{F}+2 C_{F^{\prime}}\right)\right]$. Consequently, a sufficient condition for the solvability of (6.22) takes the form $2 C_{F^{\prime}}<\frac{\alpha R_{\mathfrak{q}}^{2}}{4 \delta_{0}}-R_{\mathfrak{q}}$ that is

$$
\begin{equation*}
2 \alpha^{n_{0}-1}(1+T) C_{\mathfrak{q}}<\frac{\alpha R_{\mathfrak{q}}^{2}}{4 \delta_{0}}-R_{\mathfrak{q}} \tag{6.34}
\end{equation*}
$$

If $n_{0}=2$ we set $\alpha=1$ and obtain the condition (6.24). If $n_{0}>2$ and $\delta_{0} \leq R_{\mathfrak{q}} / 8$ we set $\alpha=8 \delta_{0} / R_{\mathfrak{q}}$ and obtain the condition (6.30). If conditions (6.24) or (6.30) are satisfied Theorem 4.8 implies the existence of the solution $u=G\left(u_{0}\right)=\mathcal{U}\left(u_{0}\right)$ of (6.20) written in the form (6.22). We obtain then (6.25) from (4.27), and the inequality (6.26) follows from the definition of the class $A_{*}\left(C_{G}, R_{G}, X, X\right)$, see Definition 4.3. Formula (6.27)
follows from (4.29). Note that in (4.29) $F_{j s}=F_{j}$ and $s=0$ since $F$ does not depend on $u_{0}$, and (4.29) takes the form of (6.27). The uniqueness of a small solution follows from Lemma 4.10.

The next theorem adds some more details on properties of the solution for the case when $\mathfrak{q}$ and $\partial_{t} \mathfrak{q}$ are causal.

Theorem 6.4. Assume that Condition 5.5 is satisfied. Then statements of Theorem 6.3 hold. In addition to that, we have $\mathcal{U} \in A\left(C_{* G}, R_{* G} / e, \mathcal{C}_{0, \mathcal{H}_{\mathfrak{m}}^{s}}^{T}, \mathcal{C}_{0, \mathcal{H}_{\mathfrak{m}}^{s}}^{T}\right)$, where $C_{* G}, R_{* G}$ are given by (4.25), (4.26) with

$$
\begin{equation*}
R_{F}=R_{\mathfrak{q}}=\beta, C_{F}=(1+T) C_{\mathfrak{q}}=(1+T) C_{q}, \tag{6.35}
\end{equation*}
$$

and the constants $C_{\mathfrak{q}}$ and $\beta$ are from Condition 5.5.
Proof. By Lemma $5.6 \mathfrak{q}, \partial_{t} \mathfrak{q} \in A\left(C_{\mathfrak{q}}, R_{\mathfrak{q}}, C_{0, \mathcal{H}_{\mathfrak{m}}^{s}}^{T}, C_{0, \mathcal{H}_{\mathfrak{m}}^{s}}^{T}\right)$ and Theorem 6.3 can be applied.

## 7. Analysis of the Original Maxwell Equations

In this section we provide the proofs of Theorem 1.3 and a more detailed Theorem 7.8 assuming that Conditions 1.1 and 1.2 are satisfied. Our analysis of the Maxwell equations (7.29) and its regularized form (7.42) is based on their reduction to the abstract Maxwell equation (6.16) and consequent use of Theorems 6.3 and 6.4. First we show that the constituency relation (1.8) is given by a causal analytic operator considered in the previous section.
7.1. Analyticity of the constituency relation. In this subsection we study operators (1.12), (1.13) that are involved in the nonlinear constituency relation (1.8). To use results of Sects. 4 and 5 we set

$$
\begin{equation*}
Y=\mathbf{H}^{s}, X=\mathcal{C}_{0, \mathbf{H}^{s}}^{T}=C_{0}\left([-\infty, T] ; \mathbf{H}^{s}\right) . \tag{7.1}
\end{equation*}
$$

The operators corresponding to (1.13) fit into the abstract framework of the previous section and possess an additional property. The multi-linear forms of the type (1.13), (1.14) define operators

$$
\begin{equation*}
\mathfrak{P}_{n}\left(\mathbf{E}_{1}, \ldots, \mathbf{E}_{n}\right)(t)=\sum_{\nu=0}^{n} \int_{\partial^{\nu} \mathbb{R}_{+}^{n}} P_{n, v}\left[\mathbf{r}, \vec{\tau} ; \mathbf{E}_{1}\left(t-\tau_{1}\right), \ldots, \mathbf{E}_{n}\left(t-\tau_{n}\right)\right] d^{\nu} \tau \tag{7.2}
\end{equation*}
$$

where the densities $P_{n, v}[\mathbf{r}, \vec{\tau} ; \overrightarrow{\mathbf{e}}]$ are $n$-linear forms in $\overrightarrow{\mathbf{e}} \in \mathbb{C}^{n}$ that depend on variables: $\vec{\tau}=\left(\tau_{1}, \ldots, \tau_{n}\right) \in \partial^{\nu} \mathbb{R}_{+}^{n}$ and act on $\overrightarrow{\mathbf{e}}=\left(\mathbf{e}_{1}, \ldots, \mathbf{e}_{n}\right) \in\left(\mathbb{C}^{3}\right)^{n}$. Causality implies that $\mathfrak{P}_{n}(\overrightarrow{\mathbf{E}}(\cdot))(\cdot, t)$ depends only on $\mathbf{E}^{(j)}\left(\cdot, t_{j}\right)$ with $t_{j} \leq t$. The operators $\mathfrak{P}_{n}$ defined by (7.2) have an important property: they are spatially local, namely
the value of $\mathfrak{P}_{n}(\overrightarrow{\mathbf{E}}(\cdot))(\mathbf{r}, t)$ depends only on $\mathbf{E}^{(j)}\left(\mathbf{r}, t_{j}\right)$ with the same $\mathbf{r}$.

In this subsection we consequently establish the analyticity and the causality for the operators $\mathbf{P}_{\mathrm{NL}}(\mathbf{E}), \partial_{t} \mathbf{P}_{\mathrm{NL}}(\mathbf{E})$ from (1.8). Further, we prove that (1.8) determines $\mathbf{E}$ as an analytical function of $\mathbf{D}$, namely that $\mathbf{E}=\mathcal{S}(\mathbf{D})$, where $\mathcal{S}(\mathbf{D}), \partial_{t} \mathcal{S}_{\mathrm{NL}}(\mathbf{D})$ are analytic causal operators. According to the following proposition the Sobolev space $H^{s}\left(\mathbb{R}^{d}\right)$ of scalar functions with $s>d / 2$ is a generalized Banach algebra (see [49], Sect. 21.21 or [42], Sect. 2.8.3)

Proposition 7.1. For any integer $s>d / 2$ there exists a constant $\gamma_{0}$ depending only on $s$ and $d$ such that

$$
\begin{equation*}
\|u v\|_{H^{s}} \leq \gamma_{0}\|u\|_{H^{s}}\|v\|_{H^{s}}, \tag{7.4}
\end{equation*}
$$

and, consequently,

$$
\begin{equation*}
\left\|u_{1} \ldots u_{n}\right\|_{H^{s}} \leq \gamma_{0}^{n-1}\left\|u_{1}\right\|_{H^{s}} \ldots\left\|u_{n}\right\|_{H^{s}}, n \geq 2 \tag{7.5}
\end{equation*}
$$

To verify the continuity of multilinear polarization forms such as in (1.13) we use Proposition 7.1 and obtain the following lemma.

Lemma 7.2. Let $P_{n}(\mathbf{r} ; \overrightarrow{\mathbf{e}}), \overrightarrow{\mathbf{e}}=\left(\mathbf{e}_{1}, \ldots, \mathbf{e}_{n}\right) \in \mathbb{C}^{m n}$, be $n$-linear operators (tensors) from $\mathbb{C}^{m n}$ to $\mathbb{C}^{m}$ with coefficients that depend on $\mathbf{r} \in \mathbb{R}^{d}$. If $\mathbf{E}_{j}=\mathbf{E}_{j}(\mathbf{r}), j=1, \ldots, n$, are functions from $\mathbf{H}^{s}, s>d / 2, P_{n}(\cdot ; \overrightarrow{\mathbf{E}}(\cdot))$ belongs to $\mathbf{H}^{s}=\mathbf{H}_{m}^{s}$. The mapping $P_{n}: \overrightarrow{\mathbf{E}}(\mathbf{r}) \mapsto P_{n}(\mathbf{r} ; \overrightarrow{\mathbf{E}}(\mathbf{r}))$ determines a bounded $n$-linear operator $P_{n}$ from $\left(\mathbf{H}_{m}^{s}\right)^{n}$ to $\mathbf{H}_{m}^{s}$ and there exist positive constants $C$ and $\gamma$ depending only on $s, m$ and $d$ such that

$$
\begin{equation*}
\left\|P_{n}\right\|_{\mathbf{H}^{s}, \mathbf{H}^{s}} \leq C_{s} \gamma^{-n}\left\|P_{n}\right\|_{C^{s}}, \tag{7.6}
\end{equation*}
$$

where the norm $\left\|P_{n}\right\|_{C^{s}}$ of the tensor $P_{n}(\mathbf{r})$ is defined by (2.10). In addition, for any $i, 1 \leq i \leq n$,

$$
\begin{equation*}
\left\|P_{n}(\overrightarrow{\mathbf{E}})\right\|_{\mathbf{H}^{0}} \leq C_{s}^{\prime} \gamma^{-n}\left\|P_{n}\right\|_{C^{0}}\left\|\mathbf{E}_{i}\right\|_{\mathbf{H}^{0}} \prod_{j \neq i}\left\|\mathbf{E}_{j}\right\|_{\mathbf{H}^{s}} \tag{7.7}
\end{equation*}
$$

Proof. Since the tensors can be written in coordinates, it is sufficient to consider a scalar case. Notice first that there exists a constant $\gamma_{1}$ depending only on $s \geq 0$ such that

$$
\begin{equation*}
\|u v\|_{H^{s}} \leq \gamma_{1}\|u\|_{C^{s}}\|v\|_{H^{s}} . \tag{7.8}
\end{equation*}
$$

Combining (7.8) with (7.5) we get (7.6). To get (7.7) we note that by the Sobolev embedding theorem in $\mathbb{R}^{d}$,

$$
\begin{equation*}
\|u\|_{C^{0}} \leq C^{\prime}\|u\|_{H^{s}}, s>d / 2 \tag{7.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\|u v\|_{H^{0}} \leq\|u\|_{C^{0}}\|v\|_{H^{0}} \leq C^{\prime}\|u\|_{H^{s}}\|v\|_{H^{0}} . \tag{7.10}
\end{equation*}
$$

When $u$ is a product of functions we apply (7.5) and obtain (7.7).

As a direct corollary we obtain the following lemma.
Lemma 7.3. Let densities $P_{n}(\mathbf{r} ; \boldsymbol{\tau})=P_{n}(\mathbf{r} ; \boldsymbol{\tau} ; \overrightarrow{\mathbf{e}})$ that depend on the parameters $\boldsymbol{\tau}=\left(\tau_{1}, \ldots, \tau_{\nu}\right) \in \mathbb{R}_{+}^{n}$ and act on $\overrightarrow{\mathbf{e}}=\left(\mathbf{e}_{1}, \ldots, \mathbf{e}_{n}\right) \in \mathbb{C}^{3 n}$ satisfy Condition 1.2. If $\mathbf{E}_{j}=\mathbf{E}_{j}(\mathbf{r})$ are functions from $\mathbf{H}^{s}, s>3 / 2$, then for any $\boldsymbol{\tau}=\tau_{1}, \ldots, \tau_{n}$ $P_{n}(\cdot ; \boldsymbol{\tau} ; \overrightarrow{\mathbf{E}}(\cdot))$ belongs to $\mathbf{H}^{s}$ and there exist positive constants $C, C^{\prime}$ and $\gamma$ depending only on $s$ such that

$$
\begin{align*}
& \left\|P_{n}(\cdot ; \boldsymbol{\tau} ; \overrightarrow{\mathbf{E}})\right\|_{\mathbf{H}^{s}}+\left\|\dot{P}_{n}(\cdot ; \boldsymbol{\tau} ; \overrightarrow{\mathbf{E}})\right\|_{\mathbf{H}^{s}}  \tag{7.11}\\
& \quad \leq \frac{C_{s}}{\gamma^{n}}\left(\left\|P_{n}(\boldsymbol{\tau})\right\|_{C^{s}}+\left\|\dot{P}_{n}(\boldsymbol{\tau})\right\|_{C^{s}}\right) \prod_{j=1}^{n}\left\|\mathbf{E}_{j}\right\|_{\mathbf{H}^{s}} . \tag{7.12}
\end{align*}
$$

In addition, for any $1 \leq i \leq n$,

$$
\begin{align*}
& \left\|P_{n}(\cdot ; \boldsymbol{\tau} ; \overrightarrow{\mathbf{E}})\right\|_{\mathbf{H}^{0}}+\left\|\dot{P}_{n}(\cdot ; \boldsymbol{\tau} ; \overrightarrow{\mathbf{E}})\right\|_{\mathbf{H}^{0}}  \tag{7.13}\\
& \quad \leq \frac{C_{s}}{\gamma^{n}}\left\|\mathbf{E}_{i}\right\|_{\mathbf{H}^{0}}\left(\left\|P_{n}(\boldsymbol{\tau})\right\|_{C^{0}}+\left\|\dot{P}_{n}(\boldsymbol{\tau})\right\|_{C^{0}}\right) \prod_{j \neq i}\left\|\mathbf{E}_{j}\right\|_{\mathbf{H}^{s}} . \tag{7.14}
\end{align*}
$$

Lemma 7.4. Let Condition 1.2 hold and $\mathcal{P}_{n}(\mathbf{E})$ be defined by (1.13). Then Condition 5.5 holds for the densities $q_{n}(\vec{\tau} ; \cdot)=P_{n}(\cdot ; \boldsymbol{\tau} ; \cdot)$ with $Y=\mathbf{H}^{s}, \beta=\gamma \beta_{P}, C_{q}=C_{s} C_{P}$. The constants $C_{s}$ and $\gamma$ are the same as in (7.11), $C_{P}, \beta_{P}$ are the same as in (1.18). For any $T>0$ the series (1.12) determines an analytic operator $\mathbf{P}_{N L} \in A\left(C_{\mathbf{P}}, R_{\mathbf{P}}, X, X\right)$ where $C_{\mathbf{P}}=C_{s} C_{P}, R_{\mathbf{P}}=\gamma \beta_{P}, X=\mathcal{C}_{0, \mathbf{H}^{s}}^{T}=C_{0}\left([-\infty, T] ; \mathbf{H}^{s}\right), s>3 / 2$. The operator $\partial_{t} \mathbf{P}_{N L}$ is also an analytic operator in $\mathcal{C}_{0 . \mathbf{H}^{s}}^{T}, \partial_{t} \mathbf{P}_{N L} \in A\left(C_{\mathbf{P}}, R_{\mathbf{P}}, X, X\right)$. The operators $\mathbf{P}_{N L}$ and $\partial_{t} \mathbf{P}_{N L}$ are respectively strictly causal and causal; they satisfy Condition 2.1.

Proof. By (1.13) $\mathbf{P}_{\mathrm{NL}}$ is strictly causal. By Condition 1.2 and Lemma $7.3 P_{n}=q_{n}$ satisfy the inequality (5.35), therefore Condition 5.5 holds. By Lemma 5.6 $\mathbf{P}_{\mathrm{NL}}, \partial_{t} \mathbf{P}_{\mathrm{NL}} \in$ $A\left(C_{s} C_{P}, \gamma \beta_{P}, X, X\right)$. The fact that $\partial_{t} \mathbf{P}_{\mathrm{NL}}(\mathbf{E})$ is causal follows from Lemma 5.4.

To check that Condition 2.1 is fulfilled for $\partial_{t} \mathbf{P}_{\mathrm{NL}}$ we use the fact that the multilinear operators $\partial_{t} \mathcal{P}_{n}(\overrightarrow{\mathbf{E}})$ are represented in the form (5.13), (5.33) by the explicit formulas (1.14) involving the densities $P_{n}(\cdot \boldsymbol{\tau} ; \overrightarrow{\mathbf{E}}), \dot{P}_{n}(\cdot ; \boldsymbol{\tau} ; \overrightarrow{\mathbf{E}})$ to which we can apply the inequalities (7.13). We pick a test function $\psi(t, \mathbf{r})$ and, then, taking the strictly causal part $\mathcal{P}_{n, n}$ of (1.14) proceed similarly to (5.26):

$$
\begin{aligned}
& \int_{0}^{T_{1}} \int \psi(t, \mathbf{r}) \mathcal{P}_{n, n}(\overrightarrow{\mathbf{E}})(\mathbf{r}, t) d \mathbf{r} d t \\
& \quad=\int_{0}^{T_{1}} \int \psi(t, \mathbf{r}) \int_{-\infty}^{t} \cdots \int_{-\infty}^{t} \dot{P}_{n}(\mathbf{r} ; t \overrightarrow{1}-\boldsymbol{t} ; \overrightarrow{\mathbf{E}}(\mathbf{r}, \boldsymbol{t})) \prod_{j} d t_{j} d \mathbf{r} d t \\
& \quad \leq \int_{0}^{T_{1}} \int_{0}^{\infty} \cdots \int_{0}^{\infty}\left\|\dot{P}_{n}(\cdot ; \boldsymbol{\tau} ; \overrightarrow{\mathbf{E}}(\cdot, t \overrightarrow{1}-\boldsymbol{\tau}))\right\|_{\mathbf{H}^{0}}\|\psi(\cdot, t)\|_{\mathbf{H}^{0}} \prod_{j} d \tau_{j} d t .
\end{aligned}
$$

Using the inequality (7.13) for a given $i$ we find that the right-hand side is not greater than $C_{s} \gamma^{-n}$ times

$$
\begin{aligned}
& \prod_{j \neq i}\left\|\mathbf{E}_{j}\right\|_{\mathcal{C}_{\mathbf{H}^{s}}^{T}} \int_{0}^{T_{1}} \int_{0}^{\infty} \cdots \int_{0}^{\infty}\left\|\dot{P}_{n}(\boldsymbol{\tau})\right\|_{C^{0}}\left\|\mathbf{E}_{i}\left(t-\tau_{i}\right)\right\|_{\mathbf{H}^{0}}\|\psi(t)\|_{\mathbf{H}^{0}} \prod_{j} d \tau_{j} d t \\
& \quad \leq \prod_{j \neq i}\left\|\mathbf{E}_{j}\right\|_{\mathcal{C}_{\mathbf{H}^{s}}^{T}}\|\psi\|_{L_{2}\left(\left[0, T_{1}\right], \mathbf{H}^{0}\right)}\left\|\mathbf{E}_{i}\right\|_{L_{2}\left(\left[0, T_{1}\right], \mathbf{H}^{0}\right)} \int_{0}^{\infty} \cdots \int_{0}^{\infty}\left\|\dot{P}_{n}(\boldsymbol{\tau})\right\|_{C^{0}} \prod{ }_{j} d \tau_{j} .
\end{aligned}
$$

Using the inequality (1.18) we get

$$
\begin{aligned}
& \int_{0}^{T_{1}} \int \psi(t, \mathbf{r}) \mathcal{P}_{n, n}(\overrightarrow{\mathbf{E}})(\mathbf{r}, t) d \mathbf{r} d t \\
& \quad \leq C_{s} \gamma^{-n} \prod_{j \neq i}\left\|\mathbf{E}_{j}\right\|_{\mathcal{C}_{\mathbf{H}^{s}}^{T}}\|\psi\|_{L_{2}\left(\left[0, T_{1}\right], \mathbf{H}^{0}\right)}\left\|\mathbf{E}_{i}\right\|_{L_{2}\left(\left[0, T_{1}\right], \mathbf{H}^{0}\right)} C_{P} \beta_{P}^{-n} .
\end{aligned}
$$

Setting $\psi(t, \mathbf{r})=\mathcal{P}_{n, n}(\overrightarrow{\mathbf{E}})(\mathbf{r}, t)$ we obtain

$$
\begin{equation*}
\left\|\mathcal{P}_{n, n}(\overrightarrow{\mathbf{E}})\right\|_{L_{2}\left(\left[0, T_{1}\right], \mathbf{H}^{0}\right)} \leq C_{P} C_{s}\left(\gamma \beta_{P}\right)^{-n} \prod_{j \neq i}\left\|\mathbf{E}_{j}\right\|_{\mathcal{C}_{\mathbf{H}^{s}}^{T}}\left\|\mathbf{E}_{i}\right\|_{L_{2}\left(\left[0, T_{1}\right], \mathbf{H}^{0}\right)} . \tag{7.15}
\end{equation*}
$$

Observe that a similar estimate holds for the term $\mathcal{P}_{n, n-1}(\overrightarrow{\mathbf{E}})$ in (1.14). Hence

$$
\begin{equation*}
\left\|\partial_{t} \mathcal{P}_{n}(\overrightarrow{\mathbf{E}})\right\|_{L_{2}\left(\left[0, T_{1}\right], \mathbf{H}^{0}\right)} \leq 2 C_{P} C_{s} R_{\mathbf{P}}^{-n}\left\|\mathbf{E}_{i}\right\|_{L_{2}\left(\left[0, T_{1}\right], \mathbf{H}^{0}\right)} \prod_{j \neq i}\left\|\mathbf{E}_{j}\right\|_{\mathcal{H}_{\mathbf{H}^{s}}^{T}}, \tag{7.16}
\end{equation*}
$$

where $R_{\mathbf{P}}=\gamma \beta_{P}$. Using this inequality and the evaluations similar to (4.51)-(4.53) we obtain the following estimate:

$$
\begin{aligned}
& \left\|\partial_{t} \mathcal{P}_{n}\left(\mathbf{E}_{1}^{n}\right)-\partial_{t} \mathcal{P}_{n}\left(\mathbf{E}_{2}^{n}\right)\right\|_{L_{2}\left(\left[0, T_{1}\right], \mathbf{H}^{0}\right)} \\
& \quad \leq 2 C_{P} C_{s} R_{\mathbf{P}}^{-2 n} \max \left(\left\|\mathbf{E}_{1}\right\|_{\mathcal{C}_{\mathbf{H}^{s}}^{T}},\left\|\mathbf{E}_{2}\right\|_{\mathcal{C}_{\mathbf{H}^{s}}^{T}}\right)^{n-1}\left\|\mathbf{E}_{1}-\mathbf{E}_{2}\right\|_{L_{2}\left(\left[0, T_{1}\right], \mathbf{H}^{0}\right)},
\end{aligned}
$$

which, after the summation in $n$, allows to conclude that Condition 2.1 holds.
Lemma 7.5. Let $\mathcal{P}_{n}(\mathbf{E})$ be defined by (1.13) and Condition 1.2 hold with some $s \geq 2$. Let

$$
\begin{gather*}
R_{S}=\frac{R_{\mathbf{P}}+2 C_{\pi} \mathbf{P}-2 \sqrt{R_{\mathbf{P}} C_{\pi \mathbf{P}}+C_{\pi \mathbf{P}}^{2}}}{1+\gamma_{\eta}}, \quad \gamma_{\eta}=\|\boldsymbol{\eta}\|_{\mathbf{H}^{s}, \mathbf{H}^{s}}  \tag{7.17}\\
C_{S}=\frac{R_{\mathbf{P}}}{2\left(R_{\mathbf{P}}+C_{\pi} \mathbf{P}\right)}\left(R_{\mathbf{P}}+\left(1+\gamma_{\eta}\right) R_{S}\right)-R_{S} \tag{7.18}
\end{gather*}
$$

where $C_{\pi} \mathbf{P}=4 \pi \gamma_{\eta} C_{\mathbf{P}}$, and the constants $R_{\mathbf{P}}, C_{\mathbf{P}}$ are the same as in Lemma 7.4. Then for every $T>0$ there exists a unique analytic operator $\mathcal{S}_{N L}$ in the space $X=\mathcal{C}_{0, \mathbf{H}^{s}}^{T}$ such that, first, $\mathcal{S}_{N L} \in A_{*}\left(C_{S}, R_{S}, X, X\right), \mathcal{S}_{N L} \in A\left(C_{S}, R_{S} / e, X, X\right)$, and, second,

$$
\begin{equation*}
\mathbf{E}=\mathcal{S}(\mathbf{D})=\eta \mathbf{D}+\mathcal{S}_{N L}(\mathbf{D}) \tag{7.19}
\end{equation*}
$$

solves Eq. (1.8) for $\|\mathbf{D}\|_{\mathcal{C}_{\mathbf{H}^{s}}^{T}}<R_{S}$. The operator $\mathcal{S}_{N L}(\mathbf{D})$ is a strictly causal analytic function of $\mathbf{D}$ represented by the convergent power series

$$
\begin{equation*}
\mathcal{S}_{N L}(\mathbf{D})=\sum_{n \geq n_{0}} \mathcal{S}_{n}(\mathbf{D}),\|\mathbf{D}\|_{\mathcal{C}_{\mathbf{H}^{s}}^{T}}<R_{S} \tag{7.20}
\end{equation*}
$$

The operators $\mathcal{S}_{n}$ satisfy the following recursive formulas:

$$
\mathcal{S}_{1}=\eta, \mathcal{S}_{n}(\cdot)=-4 \pi \eta \sum_{m \geq n_{0}, n_{1}+\cdots+n_{m}=n} \mathcal{P}_{m}\left(\mathcal{S}_{n_{1}}(\cdot), \ldots, \mathcal{S}_{n_{m}}(\cdot)\right), n \geq 2,(7.21)
$$

in particular

$$
\begin{equation*}
\mathcal{S}_{n}=0,2 \leq n \leq n_{0}-1, \mathcal{S}_{n_{0}}(\mathbf{D})=-4 \pi \eta \mathcal{P}_{n_{0}}\left((\eta \mathbf{D})^{n_{0}}\right) . \tag{7.22}
\end{equation*}
$$

The polynomials $\mathcal{S}_{n}(\mathbf{D}(\cdot))$ are spatially local as in (1.13), (7.3).
Proof. Let us rewrite the equality (1.8) to make it fit the form (4.24):

$$
\begin{equation*}
\mathbf{E}(\mathbf{r}, t)=\eta(\mathbf{r}) \mathbf{D}(\mathbf{r}, t)-4 \pi \boldsymbol{\eta}(\mathbf{r}) \mathbf{P}_{\mathrm{NL}}(\mathbf{E})(\mathbf{r}, t), \tag{7.23}
\end{equation*}
$$

where $\boldsymbol{\eta}(\mathbf{r})$ is defined by (3.2). Then we apply Theorem 4.8 with $L=\boldsymbol{\eta}, x=\mathbf{D}$, $z=\mathbf{E}, F(z)=-4 \pi \eta \mathbf{P}_{\mathrm{NL}}(\mathbf{E}), X=\mathcal{C}_{0, \mathbf{H}^{s}}^{T}=C_{0}\left([-\infty, T] ; \mathbf{H}^{s}\right)$. Note that in (4.29) $F_{j s}=0$ when $s \neq 0, F_{j 0}=F_{j}$ and since $F$ does not depend on $\mathbf{D}$, and (4.29) takes the form of (7.21). By Theorem 4.8 we obtain that (i) the series (7.20) converges; (ii) $\mathcal{S}_{\mathrm{NL}} \in A_{*}\left(C_{S}, R_{S}, X, X\right)$ and $\mathbf{E}=\mathcal{S}(\mathbf{D})=\eta \mathbf{D}+\mathcal{S}_{\mathrm{NL}}(\mathbf{D})$ is a solution of (7.23). By Corollary 4.6 we have $\mathcal{S}_{\mathrm{NL}} \in A_{*}\left(C_{S}, R_{S} / e, X, X\right)$. By Lemma 5.7 operators $\mathcal{S}_{n}$ are strictly causal. Since a composition of spatially local operators is spatially local, $\mathcal{S}_{n}$ defined by (7.21) are spatially local.

Notice that the statements of Lemma 7.5 imply that the function $\mathcal{S}_{\mathrm{NL}}(\mathbf{D})$ has the radius of convergence which does not depend on $T$.

Lemma 7.6. Assume that Condition 1.2 is satisfied. Then the operator $\partial_{t} \circ \mathcal{S}_{N L}=\partial_{t} \mathcal{S}_{N L}$ is an analytic operator such that $\partial_{t} \mathcal{S}_{N L} \in A_{*}\left(C_{E}, R_{E}, X, X\right), \partial_{t} \mathcal{S}_{N L} \in$ $A\left(C_{E}, R_{E} / e, X, X\right)$, where $X=\mathcal{C}_{0, \mathbf{H}^{s}}^{T}$,

$$
\begin{equation*}
R_{E}=\frac{R_{\mathbf{P}} R_{S}}{R_{\mathbf{P}}+C_{S}}, C_{E}=4 \pi \gamma_{\eta} \frac{C_{S} C_{\mathbf{P}}}{R_{\mathbf{P}}+C_{S}}, \tag{7.24}
\end{equation*}
$$

and the constants $C_{\mathbf{P}}, R_{\mathbf{P}}, C_{E}, R_{E}, \gamma_{\eta}$ are as in Lemmas 7.4 and 7.5. The operator $\partial_{t} \mathcal{S}_{N L}(\mathbf{D})$ is represented by the power series

$$
\begin{equation*}
\partial_{t} \mathbf{S}_{N L}(\cdot)=\sum_{n \geq n_{0}} \partial_{t} \mathcal{S}_{n}(\cdot), \tag{7.25}
\end{equation*}
$$

where $\partial_{t} \mathcal{S}_{n}$ satisfy the formulas based on $\mathbf{P}_{N L}$ and $\mathcal{S}(\mathbf{D})$ defined by (7.20)-(7.22)

$$
\begin{equation*}
\partial_{t} \mathcal{S}_{n}(\cdot)=-\sum_{m \geq 1} \sum_{n_{1}+\cdots+n_{m}=n} 4 \pi \boldsymbol{\eta} \partial_{t} \mathcal{P}_{m}\left(\mathcal{S}_{n_{1}}(\cdot), \ldots, \mathcal{S}_{n_{m}}(\cdot)\right), n \geq n_{0}, \tag{7.26}
\end{equation*}
$$

where $\partial_{t} \mathcal{P}_{m}$ are given in (1.14).

Proof. According to Lemma 7.5 we can rewrite (7.23) in the form

$$
\begin{equation*}
\mathbf{E}=\eta \mathbf{D}-4 \pi \eta \mathbf{P}_{\mathrm{NL}}(\mathcal{S}(\mathbf{D})), \tag{7.27}
\end{equation*}
$$

and comparing with $\mathbf{E}=\eta \mathbf{D}+\mathcal{S}_{\mathrm{NL}}(\mathbf{D})$ we conclude that

$$
\begin{equation*}
\mathcal{S}_{\mathrm{NL}}(\mathbf{D})=-4 \pi \eta \mathbf{P}_{\mathrm{NL}}(\mathcal{S}(\mathbf{D})), \quad \partial_{t} \mathcal{S}_{\mathrm{NL}}(\mathbf{D})=-4 \pi \boldsymbol{\eta} \partial_{t} \mathbf{P}_{\mathrm{NL}}(\mathcal{S}(\mathbf{D})) \tag{7.28}
\end{equation*}
$$

Using Lemma 7.4 we conclude that $-4 \pi \eta \mathbf{P}_{\mathrm{NL}} \in A\left(4 \pi \gamma_{\eta} C_{\mathbf{P}}, R_{\mathbf{P}} / e, X, X\right)$. According to Theorem 4.12 the composition $-4 \pi \eta \partial_{t} \mathbf{P}_{\mathrm{NL}}(\mathcal{S})$ belongs to the classes $A_{*}\left(C_{S}, R_{S}, X, X\right)$ and $A\left(C_{S}, R_{S} / e, X, X\right)$.
7.2. Nonlinear Maxwell equations in divergence-free variables and existence of a solution. To construct and study solutions to the Maxwell equations we need to recast the equations to an equivalent form which, firstly, involves only divergence free fields, and, secondly, provides means to control the spatial regularity of the fields as they evolve in time. For a spatially inhomogeneous medium when the material constants, in particular $\varepsilon$, depend on the position vector $\mathbf{r}$, there is an advantage in selecting the electric inductance $\mathbf{D}$ rather than electric field $\mathbf{E}$ to be the primary field variable, because of the simplicity of the condition $\nabla \cdot \mathbf{D}=0$ compared with $\nabla \cdot(\boldsymbol{\varepsilon}(\mathbf{r}) \mathbf{E})=0$. This advantage is even greater in the nonlinear case since Eq. (2.15) becomes nonlinear. For this reason we recast the constitutive relations (1.8) to express $\mathbf{E}(\cdot)$ as a function of D (•).

Substituting the expression $\mathbf{E}=\mathcal{S}(\mathbf{D})$ given by (7.19) into the Maxwell equations (1.1), (1.2) and (1.5) we get the following operator form of the Maxwell equations:

$$
\begin{equation*}
\partial_{t} \mathbf{U}(t)=-i \mathbf{M} \mathbf{U}(t)+i Q(\mathbf{U})(t)-\mathbf{J}(t) ; \mathbf{U}(t)=0 \text { for } t \leq 0, \tag{7.29}
\end{equation*}
$$

where $\mathbf{U}, \mathbf{M}, \mathbf{J}$ are given in (3.4),

$$
Q(\mathbf{U})=i\left[\begin{array}{c}
\mathbf{0}  \tag{7.30}\\
\nabla^{\times} \mathbf{S}_{\mathrm{NL}}(\mathbf{D})
\end{array}\right]
$$

and

$$
\begin{gather*}
\nabla \cdot \mathbf{D}=\nabla \cdot \mathbf{B}=\nabla \cdot \mathbf{J}_{D}=\nabla \cdot \mathbf{J}_{B}=0  \tag{7.31}\\
\mathbf{J}(t)=0 \text { for } t \leq 0 \tag{7.32}
\end{gather*}
$$

We look for a solution $\mathbf{U}(t),-\infty<t \leq T$ that belongs to $C_{0}\left([-\infty, T] ; \mathbf{H}^{S}\right)$ with $s \geq 2$ and $\partial_{t} \mathbf{U} \in C_{0}\left([-\infty, T] ; \mathbf{H}^{s-1}\right)$. Evidently, (7.32) is consistent with the requirement $\mathbf{U}(t)=0$ for $t \leq 0$ in (7.29). Note that for any $t$ the function $\mathbf{S}_{\mathrm{NL}}(\mathbf{D})(t)$ depends on the values of the field $\mathbf{U}\left(t^{\prime}\right)$ at times $t^{\prime} \leq t$ as in (1.13). Since the expression (7.30) for the nonlinearity $Q(\mathbf{U})$ involves the curl operator $\nabla^{\times}$, it acts from $C_{0}\left([-\infty, T] ; \mathbf{H}^{S}\right)$ to $C_{0}\left([-\infty, T] ; \mathbf{H}^{s-1}\right)$. To reduce (7.29) to a regular integral form (7.42) with a bounded nonlinearity that acts in the space $C_{0}\left([-\infty, T] ; \mathbf{H}^{S}\right)$ we need to apply some transformations. We can do that by recasting the Maxwell system (7.29) in the form of their abstract version (6.16) considered in Sect. 6 by setting

$$
\begin{equation*}
\mathfrak{m}=\stackrel{\circ}{\mathbf{M}}, \mathcal{H}_{\mathfrak{m}}^{s}=\stackrel{\circ}{\mathbf{H}}_{M}^{s}, \mathcal{C}_{0, \mathcal{H}_{\mathfrak{m}}^{s}}^{T}=C\left([-\infty,, T] ; \mathcal{H}_{\mathfrak{m}}^{s}\right)=C\left([-\infty, T] ; \dot{\mathbf{H}}_{M}^{s}\right) \tag{7.33}
\end{equation*}
$$

where $\stackrel{\circ}{\mathbf{M}}$ is defined by (3.25). Below we verify the conditions imposed on abstract operators in Sects. 5, 6.

Recall that the Banach space $C_{0}\left([-\infty, T] ; \stackrel{\circ}{\mathbf{H}}_{M}^{s}\right)$ consists of $\stackrel{\circ}{\mathbf{H}}_{M}^{s}$-continuous trajectories $\mathbf{U}=\mathbf{U}(t),-\infty<t \leq T$ in $\stackrel{\circ}{\mathbf{H}}_{M}^{s}$ satisfying the rest condition $\mathbf{U}(t)=0$ for $t<0$ with the norm

$$
\begin{equation*}
\|\mathbf{U}(\cdot)\|_{C\left([0, T] ; \dot{\mathbf{H}}_{M}^{s}\right)}=\sup _{-\infty<t \leq T}\|\mathbf{U}(t)\|_{\mathbf{H}_{M}^{s}}=\sup _{0 \leq t \leq T}\|\mathbf{U}(t)\|_{\mathbf{H}_{M}^{s}} \tag{7.34}
\end{equation*}
$$

According to (3.21) we have in (7.30),

$$
\begin{equation*}
\nabla^{\times} \mathbf{S}_{\mathrm{NL}}=\nabla^{\times} \Pi_{0} \mathbf{S}_{\mathrm{NL}}=\nabla^{\times} \Pi_{0} \check{\eta}^{-1} \Pi_{0} \mathbf{S}_{\mathrm{NL}}=\nabla^{\times} \dot{\eta}^{-1} \Pi_{0} \mathbf{S}_{\mathrm{NL}}, \tag{7.35}
\end{equation*}
$$

where $\eta$ is the operator of multiplication by a matrix $\boldsymbol{\eta}(\mathbf{r}), \boldsymbol{\eta}$ is the restriction of $\Pi_{0} \boldsymbol{\eta}$ to $\stackrel{\circ}{\mathbf{L}}_{2}$, and $\dot{\boldsymbol{\eta}}^{-1}$ is the inverse of $\dot{\boldsymbol{\eta}}$ on $\dot{\mathbf{L}}_{2}$, the inverse exists according to Lemma 3.2. Using this identity we rewrite the Maxwell equations (7.29)- (7.31) in the form

$$
\begin{equation*}
\partial_{t} \mathbf{U}(t)=-i \mathbf{M}[\mathbf{U}(t)+\mathfrak{q}(\mathbf{U})(t)]-\mathbf{J}(t), \tag{7.36}
\end{equation*}
$$

where $\mathbf{M}$ is defined by (3.25)

$$
\stackrel{\circ}{\mathbf{M}}=i\left[\begin{array}{cc}
\mathbf{0} & \stackrel{\circ}{\nabla}^{\times}  \tag{7.37}\\
-\nabla^{\times} & \mathbf{0}
\end{array}\right], \mathfrak{q}(\mathbf{U})=\sum_{n=n_{0}}^{\infty} \mathfrak{q}_{n}(\mathbf{U}), \mathfrak{q}_{n}(\mathbf{U})=\stackrel{\circ}{\Xi}^{-1}\left[\begin{array}{c}
\Pi_{0} \mathcal{S}_{n}(\mathbf{D}) \\
\mathbf{0}
\end{array}\right]
$$

where $\stackrel{\circ}{\Xi}^{-1}$ is the inverse on $\stackrel{\circ}{\mathbf{L}}_{2}^{2}$ of $\stackrel{\circ}{\Xi}=\Pi_{0}^{(2)} \Xi \Pi_{0}^{(2)}$ from (3.5), $\Pi_{0}^{(2)}$ is defined in (3.38); the inverse exists according to Lemma 3.3. We assume that the impressed currents in (1.4) satisfy the following condition:

$$
\begin{equation*}
\mathbf{J}_{D}, \mathbf{J}_{B} \in L_{1,0}\left([-\infty, T] ; \dot{\mathbf{H}}^{s}\right) \tag{7.38}
\end{equation*}
$$

and we look for a solution

$$
\mathbf{U}=\left[\begin{array}{l}
\mathbf{D}  \tag{7.39}\\
\mathbf{B}
\end{array}\right], \mathbf{D}, \mathbf{B} \in C_{0}\left([-\infty, T] ; \dot{\mathbf{H}}^{s}\right)
$$

Recall that the conditions $\mathbf{J}_{D}, \mathbf{J}_{B} \in L_{1,0}\left([-\infty, T] ; \dot{\mathbf{H}}^{s}\right)$ and, similarly, $\mathbf{D}, \mathbf{B} \in$ $C_{0}\left([-\infty, T] ; \stackrel{\circ}{\mathbf{H}}^{s}\right)$ include the divergence-free conditions (7.31) as well as the rest conditions (1.6) and (7.32).

By Lemma 3.1 the operator $\dot{\mathbf{M}}$ in (3.25) is self-adjoint, therefore Lemma 6.1 is applicable and transformations (6.16)-(6.20) are applicable, with notations (7.33). Clearly, (7.36) has the form of (6.16). Let us look now at the nonlinear equation (7.36) and, in particular, on its term $\mathbf{M} \mathfrak{q}$ which involves the differentiation with respect to space variables of the nonlinear function of the fields. Following (6.16) -(6.20) we can recast Eqs. (7.36) and trade off the space derivatives in $\dot{\mathbf{M}} \mathfrak{q}$ for the time derivative $\partial_{t} \mathfrak{q}(\mathbf{U})$ which, as we show, results in an analytic operator with respect to $\mathbf{U}$ for $\mathfrak{q}$ of the form (7.37). Note that in the framework of Sect. 6 Eq. (6.12) becomes

$$
\begin{equation*}
\mathbf{U}_{0}(t)=-\int_{-\infty}^{t} e^{-i\left(t-t^{\prime}\right) \stackrel{\circ}{\mathbf{M}} \mathbf{J}\left(t^{\prime}\right) d t^{\prime}, ~} \tag{7.40}
\end{equation*}
$$

obviously $\mathbf{U}_{0}(t)=0$ for $t<0$ since $\mathbf{J}(t)=0$ for $t<0$. Notice that (6.14) implies

$$
\begin{equation*}
\left\|\mathbf{U}_{0}\right\|_{C_{0}\left([-\infty, T] ; \stackrel{\mathbf{H}}{M}_{s}^{s}\right)} \leq \int_{-\infty}^{T}\|\mathbf{J}(t)\|_{\stackrel{\mathbf{H}}{M}_{s}^{s}} d t \tag{7.41}
\end{equation*}
$$

for any $T \geq 0$. Using (6.20) we rewrite (7.36) in the regular integral form

$$
\begin{equation*}
\mathbf{U}(t)=\mathbf{U}_{0}(t)-\mathfrak{q}(\mathbf{U}(t))+\int_{-\infty}^{t} e^{-i\left(t-t^{\prime}\right) \mathbf{M}_{\partial^{\prime}}[\mathfrak{q}(\mathbf{U})]\left(t^{\prime}\right) d t^{\prime} . . . . ~} \tag{7.42}
\end{equation*}
$$

By Lemma 6.2 this equation is equivalent to (7.36). Lemma 6.2 is applicable since the time derivative $\partial_{t} \circ \mathfrak{q}(\mathbf{U})$ is a bounded, analytic operator according to the following lemma.

Lemma 7.7. The function $\mathfrak{q}$ defined by (7.37) is an analytic function in $\mathcal{C}_{\mathbf{H}_{M}^{s}}^{T}$ for every $T>0$. We also have that $\mathfrak{q} \in A_{*}\left(C_{Q}, R_{Q}, \mathcal{C}_{\mathbf{H}^{s}}^{T}, \mathcal{C}_{\mathbf{H}^{s}}^{T}\right)$ and $\mathfrak{q}$ belongs to A $\left(C_{Q}, R_{Q} / e, \mathcal{C}_{\mathbf{H}_{M}^{s}}^{T}, \mathcal{C}_{\stackrel{\mathbf{H}}{M}_{S}^{S}}^{T}\right)$, where

$$
\begin{equation*}
R_{Q}=R_{S} c_{-}, C_{Q}=C_{S} c_{+}\left\|\stackrel{\circ}{\Xi}^{-1}\right\|_{\dot{\mathbf{H}}_{M}^{s}, \stackrel{\mathbf{H}}{M}_{s}^{s}} \tag{7.43}
\end{equation*}
$$

with $R_{S}, C_{S}$ being as in Lemma 7.5, $\left\|\stackrel{\circ}{\Xi^{-1}}\right\|_{\dot{\mathbf{H}}_{M}^{s}, \stackrel{\mathbf{H}}{M}_{s}}$ being the norm of the operator $\stackrel{\circ}{\Xi}^{-1}$ in $\stackrel{\circ}{\mathbf{H}}_{M}^{s}$ and $c_{+}, c_{-}$being as in Lemma 3.4. The operators $\partial_{t} \mathfrak{q} \in A_{*}\left(C_{Q}^{\prime}, R_{Q}^{\prime}, \mathcal{C}_{\mathbf{H}^{s}}^{T}, \mathcal{C}_{\mathbf{H}^{s}}^{T}\right)$, $\partial_{t} \mathfrak{q} \in A\left(C_{Q}^{\prime}, R_{Q}^{\prime} / e, \mathcal{C}_{\mathbf{H}_{M}^{s}}^{T}, \mathcal{C}_{\mathbf{H}_{M}^{s}}^{T}\right)$,

$$
\begin{equation*}
R_{Q}^{\prime}=R_{E} c_{-}, C_{Q}^{\prime}=C_{E} c_{+}\left\|\dot{\Xi}^{-1}\right\|_{\dot{\mathbf{H}}_{M}^{s}, \stackrel{\mathbf{H}}{M}_{s}}, \tag{7.44}
\end{equation*}
$$

where $R_{E}, C_{E}$ are the same as in Lemma 7.6.
Proof. Operator $\mathfrak{q}$ is obtained from $\mathcal{S}_{\mathrm{NL}}$ by applying the linear operator $-\stackrel{\circ}{\Xi}^{-1}$ to $\binom{\Pi_{0} \mathcal{S}_{\mathrm{NL}}}{0}$. By Lemma 3.4 the norms in $\stackrel{\circ}{\mathbf{H}}_{M}^{s}, \mathbf{H}^{s}$ and $\mathbf{H}^{s}$ are equivalent on $\dot{\mathbf{H}}^{s}$, and, hence, for $\mathbf{V} \in \mathbf{H}^{s}$,

$$
\begin{aligned}
& \left\|\Pi_{0} \mathcal{S}_{n} \mathbf{V}\right\|_{\mathbf{H}_{M}^{s}} \leq c_{+}\left\|\Pi_{0} \mathcal{S}_{n} \mathbf{V}\right\|_{\mathbf{H}^{s}} \leq c_{+}\left\|\mathcal{S}_{n} \mathbf{V}\right\|_{\mathbf{H}^{s}} \leq c_{+}\left\|\mathcal{S}_{n}\right\|_{\mathbf{H}^{s}, \mathbf{H}^{s}}\|\mathbf{V}\|_{\mathbf{H}^{s}}^{n} \\
& \quad=c_{+}\left\|\mathcal{S}_{n}\right\|_{\mathbf{H}^{s}, \mathbf{H}^{s}}\|\mathbf{V}\|_{\mathbf{H}^{s}}^{n} \leq c_{+} c_{-}^{-n}\left\|\mathcal{S}_{n}\right\|_{\mathbf{H}^{s}, \mathbf{H}^{s}}\|\mathbf{V}\|_{\dot{\mathbf{H}}_{M}^{s}}^{n} \leq c_{+} c_{-}^{-n} C_{S} R_{S}^{-n}\|\mathbf{V}\|_{\dot{\mathbf{H}}_{M}^{s}}^{n}
\end{aligned}
$$

with similar inequalities holding for $\partial_{t} \mathcal{S}_{n}, n \geq n_{0}$. The norm of $\stackrel{\circ}{\Xi}^{-1}$ in $\stackrel{\circ}{\mathbf{H}}^{s}$ is bounded according to Lemma 3.3. Since norms in $\stackrel{\circ}{\mathbf{H}}_{M}^{s}$, and $\mathbf{H}^{s}$ are equivalent, the norm of $\Xi^{-1}$ in $\stackrel{\circ}{\mathbf{H}}_{M}^{s}$ is bounded too. This implies the statements of the lemma for $\mathfrak{q}$. Taking into account that the operator $\partial_{t}$ commutes with $\stackrel{\circ}{\Xi}^{-1}$ and $\Pi_{0}$ and using Lemma 7.6 we obtain the statements for $\partial_{t} \mathfrak{q}$.

Here are our main statements on the Maxwell equations (7.42).
Theorem 7.8. Assume that Conditions 1.1 and 1.2 are satisfied with $s \geq 2$. Let $R_{Q}, C_{Q}$, $R_{Q}^{\prime}, C_{Q}^{\prime}$ be the same as in Lemma 7.7,

$$
\begin{equation*}
R_{\mathfrak{q}}=\min \left(R_{Q}, R_{Q}^{\prime}\right), \quad C_{\mathfrak{q}}=C_{Q}+C_{Q}^{\prime} \tag{7.45}
\end{equation*}
$$

Let $T>0, \mathbf{J} \in L_{1,0}\left([-\infty, T ;] ; \stackrel{\circ}{\mathbf{H}}_{M}^{s}\right)$,

$$
\begin{equation*}
\|\mathbf{J}\|_{L_{1}\left([-\infty, T ;] ; \dot{\mathbf{H}}_{M}^{s}\right)}=\int_{-\infty}^{T}\|\mathbf{J}(t)\|_{\mathbf{H}_{M}^{s}} d t<\delta_{0} \tag{7.46}
\end{equation*}
$$

where $\delta_{0} \leq R_{\mathfrak{q}} / 8$ is small enough for the following condition to hold:

$$
\begin{equation*}
1+T<\frac{R_{\mathfrak{q}}\left(8 \delta_{0} R_{\mathfrak{q}} / R_{\mathfrak{q}}\right)^{1-n_{0}}}{2 C_{\mathfrak{q}}} \tag{7.47}
\end{equation*}
$$

Let $\mathbf{U}_{0} \in \mathcal{C}_{0, \mathbf{H}_{M}^{s}}^{T}=C_{0}\left([-\infty, T], \dot{\mathbf{H}}_{M}^{s}\right)$ be given in terms of $\mathbf{J}$ by (7.40). Then there exists a uniquely determined analytic operator $\mathcal{U}\left(\mathbf{U}_{0}\right)$ in the space $C_{0, \dot{\mathbf{H}}_{M}^{s}}^{T}$ such that $\mathbf{U}=\mathcal{U}\left(\mathbf{U}_{0}\right)$ gives a solution to Eq. (6.21) and (7.36). In addition to that, $\|\mathbf{U}\|_{\mathcal{C}_{0, \hat{\mathbf{H}}_{M}^{T}}}<R_{Q}$ and $\mathfrak{q}(\mathbf{U})$ is well-defined. The solution $\mathbf{U}$ expands into series

$$
\begin{align*}
\mathbf{U}(t) & =\mathcal{U}\left(\mathbf{U}_{0}\right)(t)=\mathbf{U}_{0}(t)+\sum_{n \geq n_{0}} \mathcal{U}_{n}\left(\mathbf{U}_{0}\right)(t),  \tag{7.48}\\
\left\|\mathcal{U}_{n}\left(\mathbf{U}_{0}\right)\right\|_{\mathcal{C}_{0, \hat{\mathbf{H}}_{M}^{s}}^{T}} & \leq C_{G} R_{G}^{-n}\left\|\mathbf{U}_{0}\right\|_{\mathcal{C}_{0, \mathbf{H}_{M}^{s}}^{T}}^{n}, \quad n \geq n_{0},
\end{align*}
$$

where $C_{G}, R_{G}$ are as in Theorem 4.8 and $R_{F}=R_{\mathfrak{q}}, C_{F}=(1+T) C_{\mathfrak{q}}, \gamma_{L}=1$. The operators $\mathcal{U}_{n}, n=1,2, \ldots$ satisfy the following recursive formulas:

$$
\begin{equation*}
\mathcal{U}_{1} \text { is the identity, } \mathcal{U}_{n}(\cdot)=\sum_{m \geq n_{0}, n_{1}+\cdots+n_{m}=n} \Re_{m}\left(\mathcal{U}_{n_{1}}(\cdot), \ldots, \mathcal{U}_{n_{m}}(\cdot)\right), n \geq n_{0} \text {, } \tag{7.49}
\end{equation*}
$$

where $\mathfrak{R}_{m}$ are the relevant terms of the analytic function $\mathfrak{R}$ defined by (6.21), (6.28) with $\mathfrak{q}_{n}$ defined by (7.37). The first significant term $\mathcal{U}_{n_{0}}$, the first nonlinear response, in (7.48) is represented by

$$
\begin{align*}
\mathcal{U}_{n_{0}}\left(\mathbf{U}_{0}\right)(t) & =\mathbf{U}_{0}(t)-\mathfrak{q}_{n_{0}}\left(\mathbf{U}_{0}\right)(t)+\int_{0}^{t} e^{-i \mathbf{M}\left(t-t^{\prime}\right)} \partial_{t^{\prime}} \mathfrak{q}_{n_{0}}\left(\mathbf{U}_{0}\right)\left(t^{\prime}\right) d t^{\prime}  \tag{7.50}\\
& =\mathbf{U}_{0}(t)-i \int_{0}^{t} e^{-i \mathbf{M}\left(t-t^{\prime}\right)} \stackrel{\circ}{\mathbf{M}} \mathfrak{q}_{n_{0}}\left(\mathbf{U}_{0}\right)\left(t^{\prime}\right) d t^{\prime} \tag{7.51}
\end{align*}
$$

Proof. Lemma 7.7 implies that the Maxwell equation (7.36) is a particular case of the abstract Maxwell equation (6.16). The conditions of Theorem 6.3 where $R_{\mathfrak{q}}$ and $C_{\mathfrak{q}}$ are given in (7.45) are satisfied. By Theorem 6.3 there exists an operator $\mathcal{U} \in$ $A\left(C_{G}, R_{G}, \mathcal{C}_{0, \circ_{M}^{s}}^{T}, \mathcal{C}_{0, \text { H }_{M}^{s}}^{T}\right)$, and, hence, (7.48) holds. This theorem implies that $\mathbf{U}=$ $\mathcal{U}\left(\mathbf{U}_{0}\right)$ is a solution of (7.42). According to Lemma $6.2, \mathbf{U}$ is a solution of (7.36). Formulas (7.48)-(7.51) follow from (6.25)-(6.27) in Theorem 6.3. The formula (7.51) is obtained from (7.50) using integration by parts.

Now we give the proof of Theorem 1.3. Note that since $\mathbf{U}_{0}=\left(\partial_{t}+i \dot{\mathbf{M}}\right)^{-1} \mathbf{J}$, where $\left(\partial_{t}+i \mathbf{M}\right)^{-1}$ is a linear bounded operator in $\mathcal{C}_{0, \mathbf{H}_{M}^{S}}^{T}$ (see Lemma 6.1) analyticity and power expansions in terms of $\mathbf{U}_{0}$ imply also the analytic dependence with corresponding power expansion with respect to $\mathbf{J}$.

Proof (Proof of Theorem 1.3). The existence of $\mathbf{B}, \mathbf{D} \in C_{0}\left([-\infty, T] ; \mathbf{H}^{s}\right)$ that solve (7.42) follows from Theorem 7.8, and, hence, $(\mathbf{B}, \mathbf{D})=\mathcal{U}\left(\mathbf{U}_{0}\right)$ and $\partial_{t} \mathbf{B}, \partial_{t} \mathbf{D}$ belong to $C_{0}\left([-\infty, T] ; \mathbf{H}^{s-1}\right)$. We define $\mathbf{E}=\mathcal{S}(\mathbf{D})$ as a solution of (1.8) with already found $\mathbf{D}$, according to Lemma $7.5 \mathbf{E} \in C_{0}\left([-\infty, T] ; \mathbf{H}^{s}\right), \partial_{t} \mathbf{E} \in C_{0}\left([-\infty, T] ; \mathbf{H}^{s-1}\right)$. In turn, the function $\mathbf{H}$ is defined by (1.7) in terms of $\mathbf{B}$. A pair of functions $\mathbf{B}, \mathbf{E}$ is a solution of (2.13), (2.14), (2.15) and $(\mathbf{D}, \mathbf{B}, \mathbf{E}, \mathbf{H}) \in C_{0}\left([-\infty, T] ; \mathbf{H}^{S}\right)$ is a solution of (1.1), (1.2), (1.7), (1.8), (1.6) from the class considered in Definition 2.2. Since $\mathbf{B}, \mathbf{E}$ are unique by Theorem 2.4 and $\mathbf{D}, \mathbf{H}$ are uniquely determined by $\mathbf{B}, \mathbf{E}$ from (1.7), (1.8) the solution is unique.

## 8. Extension to More General Cases

8.1. General dielectric media. When analyzing nonlinear dielectric media we assumed for the sake of simplicity that the medium is not magnetic with the magnetic permeability $\mu=1$. In fact, all the results still hold if the medium is a general bianisotropic (magnetoelectric), inhomogeneous and nonlinear medium with the material relations more general than in (1.8), namely of the form (see [29], Sect. 1.1)

$$
\mathbf{V}(\mathbf{r}, t)=\Xi(\mathbf{r}) \mathbf{U}(\mathbf{r}, t)+\mathbf{K}_{\mathrm{NL}}(\mathbf{V})(\mathbf{r}, t), \mathbf{U}=\left[\begin{array}{l}
\mathbf{D}  \tag{8.1}\\
\mathbf{B}
\end{array}\right], \mathbf{V}=\left[\begin{array}{l}
\mathbf{E} \\
\mathbf{H}
\end{array}\right],
$$

where $\Xi=\Xi(\mathbf{r}), \mathbf{r} \in \mathbb{R}^{3}$ is a Hermitian $6 \times 6$ matrix (not necessarily of the form (2.11)) and $\mathbf{K}_{N L}$ is the nonlinear component of the material relations. The expressions for $\mathbf{K}_{\mathrm{NL}}$ are of the form similar to (1.12), (1.13):

$$
\begin{gather*}
\mathbf{K}_{\mathrm{NL}}(\mathbf{U})=\sum_{n=n_{0}}^{\infty} \mathcal{K}_{n}(\mathbf{U}), \quad n_{0} \geq 2, \quad \mathcal{K}_{n}(\mathbf{U})=\mathcal{K}_{n}(\mathbf{U}, \ldots, \mathbf{U}),  \tag{8.2}\\
\mathcal{K}_{n}(\mathbf{U})=\int_{-\infty}^{t} \ldots \int_{-\infty}^{t} K_{n}\left(\mathbf{r} ; t-t_{1}, \ldots, t-t_{n} ; \mathbf{U}\left(\mathbf{r}, t_{1}\right), \ldots, \mathbf{U}\left(\mathbf{r}, t_{n}\right)\right) \prod_{j=1}^{n} d t_{j},  \tag{8.3}\\
K_{n}\left(\mathbf{r} ; \tau_{1}, \ldots, \tau_{n} ; \cdot\right):\left(\mathbb{C}^{6}\right)^{n} \rightarrow \mathbb{C}^{6}, n \geq n_{0} .
\end{gather*}
$$

Note that like in Lemma 7.5 it is easy to show that (8.1) is equivalent to the relation

$$
\begin{equation*}
\mathbf{V}(\mathbf{r}, t)=\Xi(\mathbf{r}) \mathbf{U}(\mathbf{r}, t)+\mathcal{Q}_{\mathrm{NL}}(\mathbf{U})(\mathbf{r}, t) \tag{8.4}
\end{equation*}
$$

The Maxwell equation can be written in the same operator form as (7.36), namely

$$
\begin{equation*}
\partial_{t} \mathbf{U}(t)=-i \stackrel{\circ}{\mathbf{M}}[\mathbf{U}(t)+\mathfrak{q}(\mathbf{U})(t)]-\mathbf{J}(t), \tag{8.5}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{U} \in C_{0}\left([-\infty, T] ; \mathbf{H}^{s} \times \mathbf{H}^{s}\right), \tag{8.6}
\end{equation*}
$$

$\stackrel{\circ}{\mathbf{M}}$ is defined by

$$
\dot{\mathbf{M}}=i \dot{\nabla}^{\times \times} \boldsymbol{\Xi}, \dot{\nabla}^{\times \times}=\left[\begin{array}{cc}
\mathbf{0} & \dot{\nabla}^{\times}  \tag{8.7}\\
-\dot{\nabla}^{\times} & \mathbf{0}
\end{array}\right],[\boldsymbol{\Xi} \mathbf{V}](\mathbf{r})=\boldsymbol{\Xi}(\mathbf{r}) \mathbf{V}(\mathbf{r})
$$

and the nonlinearity is given by

$$
\begin{equation*}
\mathfrak{q}(\mathbf{U})=\sum_{n=n_{0}}^{\infty} \mathfrak{q}_{n}(\mathbf{U}), \quad \mathfrak{q}_{n}(\mathbf{U})=i \stackrel{\circ}{\Xi}^{-1} \Pi_{0}^{(2)} \mathcal{Q}_{n}(\mathbf{U}) \tag{8.8}
\end{equation*}
$$

We assume that $\Xi(\mathbf{r})$ satisfies the following condition.
Condition 8.1. Let $\Xi(\mathbf{r})$ be a positive definite Hermitian $6 \times 6$ matrix, which is a measurable function of $\mathbf{r}$ and satisfies (3.6) We also assume that there exists an integer $s \geq 2$ such that

$$
\begin{equation*}
\|\Xi\|_{C^{s}\left(\mathbb{R}^{3}\right)}<\infty, \quad\left\|\Xi^{-1}\right\|_{C^{s}\left(\mathbb{R}^{3}\right)}<\infty \tag{8.9}
\end{equation*}
$$

An examination of the arguments shows that the statements of Theorem 7.8 still hold for the general Maxwell equations (8.5)-(8.8) provided that the linear generalized polarization $\Xi(\mathbf{r})$ satisfies Condition 8.1 and the nonlinear generalized polarization $\mathbf{K}_{\mathrm{NL}}(\mathbf{U})$ satisfies Condition 1.2 where $P_{n}$ are replaced with $K_{n}$.
8.2. Coefficients from Sobolev classes. The smoothness requirements on dependence on $\mathbf{r}$ of the medium coefficients $\boldsymbol{\varepsilon}(\mathbf{r})$ and $P_{n}(\mathbf{r}, \cdot)$ were imposed in Conditions 1.1 and 1.2. The conditions are formulated in terms of the spaces $C^{s}\left(\mathbb{R}^{3}\right)$ of $s$ times continuously differentiable functions, namely they require that $\varepsilon \in C^{s}\left(\mathbb{R}^{3}\right)$ and $P_{n} \in C^{s}\left(\mathbb{R}^{3}\right)$. These conditions can be relaxed allowing the coefficients to be in the local Sobolev spaces $\mathbf{W B}_{2}^{s}\left(\mathbb{R}^{d}\right)$ of bounded functions defined as follows. The space $\mathbf{W B} B_{2}^{s}\left(\mathbb{R}^{d}\right)$ consists of functions that are locally in $\mathbf{W}_{2}^{s}\left(\mathbb{R}^{d}\right)$ with the local $\mathbf{W}_{2}^{s}$-norms being uniformly bounded, namely

$$
\begin{equation*}
\|\mathbf{V}\|_{\mathbf{W B}_{2}^{s}\left(\mathbb{R}^{d}\right)}^{2}=\sup _{\mathbf{y} \in \mathbb{R}^{d}} \sum_{0 \leq l_{1}+\ldots+l_{d} \leq s} \int_{|r| \leq 1}\left|\partial_{1}^{l_{1}} \ldots \partial_{d}^{l_{d}} \mathbf{V}(\mathbf{r}+\mathbf{y})\right|^{2} \mathbf{d r}, s=1,2, \ldots \tag{8.10}
\end{equation*}
$$

The following statements are proven in [6].
Lemma 8.2. Let $s>d / 2, f \in \mathbf{W}_{2}^{s}\left(\mathbb{R}^{d}\right), g \in \mathbf{W B} B_{2}^{s}\left(\mathbb{R}^{d}\right)$. Then

$$
\begin{equation*}
\|f g\|_{\mathbf{W}_{2}^{s}\left(\mathbb{R}^{d}\right)} \leq C_{1}\|f\|_{\mathbf{W}_{2}^{s}\left(\mathbb{R}^{d}\right)}\|g\|_{\mathbf{W B}_{2}^{s}\left(\mathbb{R}^{d}\right)} \tag{8.11}
\end{equation*}
$$

where $C_{1}$ depends only on $s$ and $d$.

Lemma 8.3. Let $f$ be an h-linear tensor in $\mathbb{R}^{n}$ with coefficients that depend on the variable $\mathbf{r} \in \mathbb{R}^{d}$. Assume that the coefficients belong to $\mathbf{W B}_{2}^{s}\left(\mathbb{R}^{d}\right)$ with $s>d / 2$. Then for $g \in\left(\mathbf{W}_{2}^{s}\left(\mathbb{R}^{d}\right)\right)^{h}$,

$$
\begin{equation*}
\left\|f\left(g_{1}, \ldots, g_{h}\right)\right\|_{\mathbf{W}_{2}^{s}\left(\mathbb{R}^{d}\right)} \leq C_{2} C_{3}^{h-1}\|f\|_{\mathbf{W B}_{2}^{s}\left(\mathbb{R}^{d}\right)}\left\|g_{1}\right\|_{\mathbf{W}_{2}^{s}\left(\mathbb{R}^{d}\right)} \cdots\left\|g_{h}\right\|_{\mathbf{W}_{2}^{s}\left(\mathbb{R}^{d}\right)} \tag{8.12}
\end{equation*}
$$

where $C_{2}, C_{3}$ depend only on $s, n$ and $d$.
The following lemma shows that the spaces $\mathbf{H}^{s}$ and $\mathbf{H}_{M}^{s}$ are equivalent when $\Xi \in$ $\mathbf{W B}_{2}^{s}$.

Lemma 8.4. Let $s \geq 2,\|\Xi\|_{\mathbf{W B}_{2}^{s}}<\infty$. Then (3.42) is still true.
Proof. According to (3.7) the inequality (3.42) has the form

$$
\begin{equation*}
c_{-}\|\mathbf{V}\|_{\mathbf{H}^{s} \times \dot{\mathbf{H}}^{s}} \leq\left(\dot{\mathbf{M}}^{s} \mathbf{U}, \boldsymbol{\Xi} \dot{\mathbf{M}}^{s} \mathbf{V}\right)_{\mathbf{L}_{2}}+(\mathbf{U}, \boldsymbol{\Xi} \mathbf{V})_{\mathbf{L}_{2}} \leq c_{+}\|\mathbf{V}\|_{\mathbf{H}^{s} \times \dot{\mathbf{H}}^{s}} \tag{8.13}
\end{equation*}
$$

By (3.6) inequality (8.13) is equivalent to

$$
\begin{equation*}
c_{-}^{\prime}\|\mathbf{V}\|_{\mathbf{H}^{s} \times \dot{\mathbf{H}}^{s}} \leq\left(\dot{\mathbf{M}}^{s} \mathbf{U}, \dot{\mathbf{M}}^{s} \mathbf{V}\right)_{\mathbf{L}_{2}}+(\mathbf{U}, \mathbf{V})_{\mathbf{L}_{2}} \leq c_{+}^{\prime}\|\mathbf{V}\|_{\mathbf{H}^{s} \times \mathbf{H}^{s}} \tag{8.14}
\end{equation*}
$$

with $c_{-}^{\prime}, c_{+}^{\prime}>0$. Since infinitely smooth functions that belong to $\cap_{l} \dot{\mathbf{H}}^{l}$ are dense in $\dot{\mathbf{H}}^{s}$, it is sufficient to prove (8.14) for such functions $\mathbf{V}$. By (3.21) $\mathbf{M}^{s} \mathbf{U}=M^{s} \mathbf{U}$, where $M$ is the same as in Lemma 8.6, therefore the $\Xi$-dependent part of (8.14) coincides with $\left(M^{s} \mathbf{U}, M^{s} \mathbf{V}\right)_{\mathbf{L}_{2}}$. By Lemma 8.6 it depends continuously on $\Xi$ in $\mathbf{W B}_{2}^{s}\left(\mathbb{R}^{3}\right)$. By Lemma 3.4 (8.14) holds for $\Xi \in C^{s}\left(\mathbb{R}^{3}\right)$; since $C^{s}\left(\mathbb{R}^{3}\right)$ is dense in $\mathbf{W B} \mathbf{B}_{2}^{s}\left(\mathbb{R}^{3}\right)$, passing to the limit in (8.14) we obtain (8.14) for $\Xi$ in $\mathbf{W B}_{2}^{s}\left(\mathbb{R}^{3}\right)$.

In our results concerning the Maxwell equations the condition $\varepsilon, P_{n} \in C^{s}\left(\mathbb{R}^{3}\right)$ that requires continuity of $s-$ th order spatial derivatives of the coefficients can be relaxed to a less restrictive condition $\boldsymbol{\varepsilon}, P_{n} \in \mathbf{W B}_{2}^{s}\left(\mathbb{R}^{3}\right)$ that requires local square integrability of the derivatives. The exact statements are given in Theorem 8.5; their proof is based on Lemmas 8.2, 8.3, 8.6 and 8.4. The proof of Lemma 8.6 is rather technical and is given after the proof of Theorem 8.5.

Theorem 8.5. Let $s \geq 2$. Assume that Conditions 1.1 and 1.2 hold with the following quantities being replaced: $\|\boldsymbol{\varepsilon}\|_{C^{s}}$ by $\|\boldsymbol{\varepsilon}\|_{\mathbf{W B}^{s}},\|\boldsymbol{\eta}\|_{C^{s}}$ by $\|\boldsymbol{\eta}\|_{\mathbf{W B}^{s}},\left\|P_{n}\right\|_{C^{s}}$ by $\left\|P_{n}\right\|_{\mathbf{W B}^{s}}$, $\left\|\dot{P}_{n}\right\|_{C^{s}}$ by $\left\|\dot{P}_{n}\right\|_{\mathbf{W B}_{2}^{s}}$. Then the statements of Theorems 1.3 and 7.8 are true (with modified constants $\left.R_{Q}, C_{Q}, R_{Q}^{\prime}, C_{Q}^{\prime}\right)$.

Proof. The proofs of Theorems 1.3 and 7.8 are based on the properties of the linear Maxwell operator $\dot{\mathbf{M}}$ and the nonlinearity $\mathbf{P}_{\mathrm{NL}}$ described by Lemmas 3.4 and 7.3, respectively. By Lemmas 8.2 and 8.3 the inequality (7.6) can be replaced by

$$
\begin{equation*}
\left\|P_{n}\right\|_{\mathbf{H}^{s}, \mathbf{H}^{s}} \leq C_{s} \gamma_{1}^{-n}\left\|P_{n}\right\|_{\mathbf{W B}}^{2}, \tag{8.15}
\end{equation*}
$$

Hence, $\left\|P_{n, v}(\cdot ; \boldsymbol{\tau} ; \cdot)\right\|_{C^{s}}$ in Lemma 7.3 can be replaced by $\left\|P_{n, v}(\cdot ; \boldsymbol{\tau} ; \cdot)\right\|_{\mathbf{W B}_{2}^{s}}$ with a modified $\gamma$. According to Lemma 8.4 the inequality (3.42) of Lemma 3.4 holds too. Therefore the statements of Lemmas 3.4 and 7.3 can be applied in this case and Theorems 1.3 and 7.8 hold too.

Lemma 8.6. Let $M=\nabla^{\times \times} \circ \Theta$, where $\nabla^{\times \times}$is defined by (3.5), $\Theta=\Theta(\mathbf{r})$ is a $6 \times 6$ matrix with smooth $\mathbf{r}$-dependent coefficients from $C^{s}\left(\mathbb{R}^{3}\right)$, let $\mathbf{V} \in \cap_{s} \mathbf{H}^{s}$. Then $\left(M^{\mathrm{s}} \mathbf{V}, M^{\mathrm{s}} \mathbf{V}\right)_{\mathbf{L}_{2}}$ continuously depends on the matrix $\Xi$ in the metric of $\mathbf{W} \mathbf{B}_{2}^{s}\left(\mathbb{R}^{3}\right)$ for $s \geq 2$.

Proof. Let us introduce

$$
\begin{equation*}
h\left(\Theta_{1}, \ldots, \Theta_{2 s}\right)=\left(\prod_{i=1}^{s}\left(\nabla^{\times \times} \Theta_{i}\right) \mathbf{V}, \prod_{i=s+1}^{2 s}\left(\nabla^{\times \times} \Theta_{i}\right) \mathbf{V}\right)_{\mathbf{L}_{2}} \tag{8.16}
\end{equation*}
$$

where $\Theta_{i}, i=1, \ldots, 2 s$ are matrices with entries from $C^{s}\left(\mathbb{R}^{3}\right)$. Obviously, $h_{s}(\boldsymbol{\Theta})$ is a $2 s$-linear form of $\Theta_{i}, i=1, \ldots, 2 s$. The continuity of this form is equivalent to its boundedness. Note that using Leibnitz formula we can obtain the following representation:

$$
\begin{equation*}
\prod_{i=1}^{s}\left(\nabla^{\times \times} \Theta_{i}\right) \mathbf{V}=\sum_{|\beta| \leq s} A_{\beta}\left(\Theta_{1}, \ldots, \Theta_{s}\right) \partial^{\beta} \mathbf{V} \tag{8.17}
\end{equation*}
$$

where $A_{\beta}\left(\Theta_{1}, \ldots, \Theta_{s}\right)$ is a matrix of the form

$$
\begin{equation*}
A_{\beta}\left(\Theta_{1}, \ldots, \Theta_{s}\right)=\sum K_{1} \Theta_{1} \ldots K_{s} \Theta_{s} \tag{8.18}
\end{equation*}
$$

and $K_{j}$ are matrix differential operators with constant coefficients of order $n_{j} \geq 0$ satisfying

$$
\begin{equation*}
n_{1}+\ldots+n_{s}=s-|\beta| \tag{8.19}
\end{equation*}
$$

and the number of terms in the sum depends only on $s$.
To prove boundedness of (8.16) we substitute (8.17) into (8.16) and get

$$
\begin{align*}
h\left(\Theta_{1}, \ldots, \Theta_{2 s}\right) & \leq C \sum_{|\beta| \leq s} h_{\beta}\left(\Theta_{1}, \ldots, \Theta_{2 s}\right) \\
h_{\beta}\left(\Theta_{1}, \ldots, \Theta_{2 s}\right) & =\int\left|A_{\beta}\left(\Theta_{1}, \ldots, \Theta_{s}\right)\right|\left|A_{\beta}\left(\Theta_{s+1}, \ldots, \Theta_{2 s}\right)\right|\left|\partial^{\beta} \mathbf{V}\right|^{2} d \mathbf{r} . \tag{8.20}
\end{align*}
$$

Let $\phi_{0}(\mathbf{r})$ be an infinitely smooth, nonnegative function such that

$$
\begin{equation*}
\phi_{0}(\mathbf{r}) \geq 0, \phi_{0}(\mathbf{r})=1, \text { as } \quad|\mathbf{r}| \leq 3, \quad \phi(\mathbf{r})=0, \text { as } \quad|\mathbf{r}| \geq 6 . \tag{8.21}
\end{equation*}
$$

Notice that the supports of all functions $\phi_{0}(\mathbf{r}-\mathbf{I})$, when $\mathbf{I}$ runs the set $\mathbb{Z}^{3}$ of 3 -dimensional integer valued vectors cover the entire $\mathbb{R}^{3}$. We also use the function

$$
\begin{equation*}
\phi_{1}(\mathbf{r})=\phi_{0}(\mathbf{r} /(6)) . \tag{8.22}
\end{equation*}
$$

Clearly, $\phi_{1}(\mathbf{r}) \geq 1$ when $\phi_{0}(\mathbf{r}) \neq 0$, therefore there exists a constant $C(s)$,

$$
\begin{equation*}
\sup _{|\alpha| \leq s}\left|\partial^{\alpha} \phi_{0}(\mathbf{r})\right| \leq C(s) \phi_{1}(\mathbf{r}), \mathbf{r} \in \mathbb{R}^{3} . \tag{8.23}
\end{equation*}
$$

In addition, let

$$
\begin{equation*}
\Phi(\mathbf{r})=\sum_{\mathbf{l} \in \mathbb{Z}^{d}} \phi_{0}^{2}(\mathbf{r}-\mathbf{l}), \quad \Phi_{1}(\mathbf{r})=\sum_{\mathbf{l} \in \mathbb{Z}^{d}} \phi_{1}(\mathbf{r}-\mathbf{l}) . \tag{8.24}
\end{equation*}
$$

$\Phi(\mathbf{r}), \Phi_{1}(\mathbf{r})$ are infinitely smooth periodic functions, $\Phi(\mathbf{r}), \Phi_{1}(\mathbf{r}) \geq 1$. Note that

$$
\begin{aligned}
& h_{\beta}\left(\Theta_{1}, \ldots, \Theta_{2 s}\right)=\sum_{\mathbf{l} \in \mathbb{Z}^{d}} \int \frac{\phi_{0}^{2}(\cdot-\mathbf{l})}{\Phi}\left|A_{\beta}\left(\Theta_{1}, \ldots, \Theta_{s}\right)\right|\left|A_{\beta}\left(\Theta_{s+1}, \ldots, \Theta_{2 s}\right)\right|\left|\partial^{\beta} \mathbf{V}\right|^{2} d \mathbf{r} \\
& \quad \leq\left\|\frac{1}{\Phi}\right\|_{C^{0}} \sum_{\mathbf{l} \in \mathbb{Z}^{d}} \int\left|A_{\beta}\left(\Theta_{1}, \ldots, \Theta_{s}\right)\right|\left|A_{\beta}\left(\Theta_{s+1}, \ldots, \Theta_{2 s}\right)\right|\left|\phi_{0}(\mathbf{r}-\mathbf{l}) \partial^{\beta} \mathbf{V}(\mathbf{r})\right|^{2} d \mathbf{r}
\end{aligned}
$$

We consider one term in the above sum

$$
\begin{equation*}
\int\left|A_{\beta}\left(\Theta_{1}, \ldots, \Theta_{s}\right)\right|\left|A_{\beta}\left(\Theta_{s+1}, \ldots, \Theta_{2 s}\right)\right|\left|\phi_{0}(\mathbf{r}-\mathbf{l}) \partial^{\beta} \mathbf{V}(\mathbf{r})\right|^{2} d \mathbf{r} \tag{8.25}
\end{equation*}
$$

When $s-|\beta|<3 / 2$ we use Holder inequality with

$$
\begin{gather*}
1 / p+1 / p^{\prime}=1, \quad 3 /(2 p)=3 / 2-(s-|\beta|)  \tag{8.26}\\
\int\left|A_{\beta}\left(\Theta_{1}, \ldots, \Theta_{s}\right)\right|\left|A_{\beta}\left(\Theta_{s+1}, \ldots, \Theta_{2 s}\right)\right|\left|\phi_{0}(\mathbf{r}-\mathbf{l}) \partial^{\beta} \mathbf{V}(\mathbf{r})\right|^{2} d \mathbf{r} \\
\leq\left(\int_{|\mathbf{r}-\mathbf{l}| \leq 6}\left|A_{\beta}\left(\Theta_{1}, \ldots, \Theta_{s}\right)\right|^{p^{\prime}}\left|A_{\beta}\left(\Theta_{s+1}, \ldots, \Theta_{2 s}\right)\right|^{p^{\prime}} d \mathbf{r}\right)^{1 / p^{\prime}} \Psi_{\beta 1}, \tag{8.27}
\end{gather*}
$$

where

$$
\begin{equation*}
\Psi_{\beta 1}\left(\phi_{0}(\cdot-\mathbf{l}) \mathbf{V}\right)=\left(\int\left|\phi_{0}(\mathbf{r}-\mathbf{l}) \partial^{\beta} \mathbf{V}(\mathbf{r})\right|^{2 p} d \mathbf{r}\right)^{1 / p} \tag{8.28}
\end{equation*}
$$

When $s-|\beta| \geq 3 / 2$, we take $p^{\prime}=1$ and

$$
\begin{align*}
& \int\left|A_{\beta}\left(\Theta_{1}, \ldots, \Theta_{s}\right)\right|\left|A_{\beta}\left(\Theta_{s+1}, \ldots, \Theta_{2 s}\right)\right|\left|\phi_{0}(\mathbf{r}-\mathbf{l}) \partial^{\beta} \mathbf{V}(\mathbf{r})\right|^{2} d \mathbf{r} \\
& \quad \leq \int_{|\mathbf{r}-\mathbf{l}| \leq 6}\left|A_{\beta}\left(\Theta_{1}, \ldots, \Theta_{s}\right)\right|\left|A_{\beta}\left(\Theta_{s+1}, \ldots, \Theta_{2 s}\right)\right| d \mathbf{r}^{\prime} \Psi_{\beta 2} \tag{8.29}
\end{align*}
$$

with

$$
\begin{equation*}
\Psi_{\beta 2}\left(\phi_{0}(\cdot-\mathbf{l}) \mathbf{V}\right)=\sup _{|\mathbf{r}-\mathbf{l}| \leq 6}\left|\phi_{0}(\mathbf{r}-\mathbf{l}) \partial^{\beta} \mathbf{V}(\mathbf{r})\right|^{2} \tag{8.30}
\end{equation*}
$$

In both cases using the Sobolev embedding theorem and (8.23) we obtain for $\Psi_{\beta i}$, $i=1,2$, the estimate

$$
\begin{aligned}
\Psi_{\beta i} & \leq C\left\|\phi_{0}(\cdot-\mathbf{l}) \partial^{\beta} \mathbf{V}(\mathbf{r})\right\|_{H^{s-|\beta|}\left(B_{l}\right)}^{2} \\
& =C \sum_{|\alpha| \leq s-|\beta|} \int\left|\partial^{\alpha}\left(\phi_{0}(\mathbf{r}-\mathbf{l}) \partial^{\beta} \mathbf{V}(\mathbf{r})\right)\right|^{2} d \mathbf{r}
\end{aligned}
$$

$$
\leq C_{1} \sum_{|\alpha| \leq s} \int \phi_{1}(\mathbf{r}-\mathbf{l})\left|\partial^{\alpha} \mathbf{V}(\mathbf{r})\right|^{2} d \mathbf{r} .
$$

When $s-|\beta|<3 / 2$ using again Holder inequality with $1 / q_{1}+\ldots+1 / q_{2 s}=1$ we get

$$
\begin{align*}
& \left(\int_{|\mathbf{r}-\mathbf{l}| \leq 6}\left|K_{1} \Theta_{1} \ldots K_{s} \Theta_{s}\right|^{p^{\prime}}\left|K_{s+1} \Theta_{s+1} \ldots K_{2 s} \Theta_{2 s}\right|^{p^{\prime}} d \mathbf{r}\right)^{1 / p^{\prime}} \\
& \quad \leq \prod_{i=1}^{2 s}\left(\int_{|\mathbf{r}-\mathbf{l}| \leq 6}\left|K_{i} \Theta_{i}\right|^{q_{i} p^{\prime}} d \mathbf{r}\right)^{1 /\left(p^{\prime} q_{i}\right)}=\prod_{i=1}^{2 s}\left\|K_{i} \Theta_{i}\right\|_{L_{q_{i} p^{\prime}}\left(B_{l}\right)} . \tag{8.31}
\end{align*}
$$

We take

$$
\begin{equation*}
\frac{1}{q_{i}}=\frac{n_{i}}{\bar{n}}, \bar{n}=n_{1}+\ldots n_{2 s} \tag{8.32}
\end{equation*}
$$

where $n_{i}$ are from (8.19); $\frac{1}{q_{i}}=0$ corresponds to the $L_{\infty}$ norm of $K_{i} \Theta_{i}$ (it coincides with the $C^{0}$ norm since $K_{i} \Theta_{i}(\mathbf{r})$ are continuous). By the Sobolev embedding theorem (see $[42,35]$ ) in the domain

$$
\begin{gather*}
B_{l}=\left\{\mathbf{r} \in \mathbb{R}^{3}:|\mathbf{r}-\mathbf{l}| \leq 6\right\}  \tag{8.33}\\
\|V\|_{L_{p}\left(B_{l}\right)} \leq C(p)\|V\|_{H^{l}\left(B_{l}\right)}, \quad-\frac{3}{p} \leq l-\frac{3}{2}, 1 \leq p<\infty  \tag{8.34}\\
\|V\|_{C^{0}\left(B_{l}\right)} \leq C\|V\|_{H^{l}\left(B_{l}\right)}, \quad 0<l-\frac{3}{2} \tag{8.35}
\end{gather*}
$$

By (8.19) $\bar{n}=2 s-2|\beta|$ and by $(8.26) 1 / p=1-2(s-|\beta|) / 3$, therefore

$$
\begin{equation*}
\frac{3}{q_{i} p^{\prime}}=\frac{2(s-|\beta|) n_{i}}{\bar{n}}=\frac{2(s-|\beta|) n_{i}}{2 s-2|\beta|}=n_{i} \tag{8.36}
\end{equation*}
$$

and since $s>3 / 2$

$$
\begin{equation*}
\frac{3}{q_{i} p^{\prime}}=n_{i}<n_{i}+\frac{3}{2}-s . \tag{8.37}
\end{equation*}
$$

Applying (8.34) with $l=s-n_{i}$ we get from (8.31),

$$
\begin{aligned}
& \left(\int_{|\mathbf{r}-\mathbf{l}| \leq 6}\left|K_{1} \Theta_{1} \ldots K_{s} \Theta_{s}\right|^{p^{\prime}}\left|K_{s+1} \Theta_{s+1} \ldots K_{2 s} \Theta_{2 s}\right|^{p^{\prime}} d \mathbf{r}\right)^{1 / p^{\prime}} \\
& \quad \leq C_{1}^{\prime} \prod_{i=1}^{2 s}\left\|K_{i} \Theta_{i}\right\|_{H^{s-n_{i}}} \leq C_{1}^{\prime \prime} \prod_{i=1}^{2 s}\left\|\Theta_{i}\right\|_{H^{s}}
\end{aligned}
$$

By (8.19) we get

$$
\begin{aligned}
& \left(\int_{|\mathbf{r}-\mathbf{l}| \leq 6}\left|A_{\beta}\left(\Theta_{1}, \ldots, \Theta_{s}\right)\right|^{p^{\prime}}\left|A_{\beta}\left(\Theta_{s+1}, \ldots, \Theta_{2 s}\right)\right|^{p^{\prime}} d \mathbf{r}\right)^{1 / p^{\prime}} \\
& \quad \leq C_{2} \prod_{i=1}^{s}\left\|\Theta_{i}\right\|_{H^{s}\left(B_{l}\right)} \leq C_{3} \prod_{i=1}^{s}\left\|\Theta_{i}\right\|_{\mathbf{W B}_{2}^{s}\left(\mathbb{R}^{3}\right)}
\end{aligned}
$$

## Therefore

$$
\begin{aligned}
h_{\beta}\left(\Theta_{1}, \ldots, \Theta_{2 s}\right) & \leq C_{4} \prod_{i=1}^{s}\left\|\Theta_{i}\right\|_{\mathbf{W B}_{2}^{s}\left(\mathbb{R}^{3}\right)} \sum_{\mathbf{1} \in \mathbb{Z}^{d}} \sum_{|\alpha| \leq s} \int \phi_{1}(\mathbf{r}-\mathbf{l})\left|\partial^{\alpha} \mathbf{V}(\mathbf{r})\right|^{2} d \mathbf{r} \\
& =C_{4} \prod_{i=1}^{s}\left\|\Theta_{i}\right\|_{\mathbf{W B}_{2}^{s}\left(\mathbb{R}^{3}\right)} \sum_{|\alpha| \leq s} \int \Phi_{1}(\mathbf{r})\left|\partial^{\alpha} \mathbf{V}(\mathbf{r})\right|^{2} d \mathbf{r} \\
& \leq C_{5} \prod_{i=1}^{s}\left\|\Theta_{i}\right\|_{\mathbf{W B}_{2}^{s}\left(\mathbb{R}^{3}\right)} \sum_{|\alpha| \leq s} \int\left|\partial^{\alpha} \mathbf{V}(\mathbf{r})\right|^{2} d \mathbf{r} \\
& =\|\mathbf{V}\|_{\mathbf{H}^{s}\left(\mathbb{R}^{3}\right)}^{2} C_{5} \prod_{i=1}^{s}\left\|\Theta_{i}\right\|_{\mathbf{W B}_{2}^{s}\left(\mathbb{R}^{3}\right)} .
\end{aligned}
$$

After summation in $\beta$ we obtain boundedness of $h\left(\Theta_{1}, \ldots, \Theta_{2 s}\right)$ which implies the continuity of the $2 s$ - linear form $h\left(\Theta_{1}, \ldots, \Theta_{2 s}\right)$.
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